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FOREWORD

Programs in health, or any other field of development assistance, are only as good as the
information on which they are based. In recent years, considerable attention has been focused
on devising simple, inexpensive, and rapid methods of gathering information on disease rates,
lifestyles, socioeconomic conditions, and factors contributing to both ill health and utilization
of services. This volume assembles and synthesizes information on these rapid assessment
methods to make them easily accessible to planners and policymakers. Although the methods
are described here principally as they apply to the field of health—and in particular health
conditions relating to water supply and sanitation—the methods may also be applied in other
contexts and so should be of wide interest.

A sense of urgency has attended the preparation of this compendium of methods, as national
and international health planners increasingly realize that the world in which they work is
becoming highly urbanized, while their own experience tends to be mainly rural. There is a
need for reliable information on which to base urban health planning. For that reason these
methods are geared not only toward health applications but also toward use in urban and peri-
urban settings.

Just how urban is the world becoming? In 1980, the world's urban population was estimated
at 1.8 billion; in the fast-approaching hallmark year 2000, it will be 3.2 billion. Overall the
world's population will have increased 41 percent, while the urban population will have
increased a whopping 78 percent (World Health Organization, 1985). By 2000, Latin America
will be 77 percent urban, Africa 42 percent, East Asia 79 percent, South Asia 35 percent, and
China 40 percent (Rietveld, 1988). From 1950 to 1980, Nairobi, Dar es Salaam, Abidjan,
Lusaka, Lagos, and Kinshasa grew sevenfold or more; in the same period, Baghdad, Bombay,
Dhaka, Jakarta, and Seoul tripled or quadrupled their populations. Mexico City is home to
18 million, Sao Paulo to 14 million. In 1981, the urban population in India was estimated at
167 million; by the year 2000 it will be 367 million (Cutting, 1988). The following comparison
gives some idea of the speed at which this urbanization is proceeding.

Between 1800 and 1910, Greater London's population grew almost sevenfold, from
1.1 million to 7.3 million, an increase now achieved within a generation in many
Third World cities. Similarly, Paris took more than a century to expand from 547,000
to about 3 million, a growth matched by some Third World cities just since World War
II (Rietveld, 1988).

Such remarkable rates of urban population growth would be difficult to support in any country,
regardless of developmental status. In developing countries the problem is exacerbated because
this growth typically takes place in locations with little or no existing health and sanitation
infrastructure. Settlements are literally formed overnight, with no planning or official
recognition.
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The situation in Bangladesh is illustrative. From 1961 to 1974, the urban population increased
140 percent; during these years the annual urban growth rate was 6.7 percent, compared with
a general population growth rate of 3.7 percent. In Bangladesh, as in many countries,
municipal areas are not included in the national health system and therefore are often
excluded from national health programming. Even when all national constituencies are
recognized in planning, long-standing needs to alleviate poverty in the rural majority must
compete with the emerging urban demands in the allocation of extremely scarce resources.

The lack of health services in peri-urban areas often is not apparent to the uninitiated, or it
may be disguised by the existence in all countries, rich or poor, of at least some urban areas
with relatively satisfactory population-bed or population-doctor ratios. People tend to leap to
the conclusion that these satisfactory ratios are the norm rather than the exception.

It is true that sophisticated urban medical facilities exist in many developing-country cities, but
this does not mean they are available to all urban dwellers. Normally, they serve only the
nation's wealthy families. High-technology facilities constructed in response to demands from
the powerful elite in no way ensure access by marginal dwellers in the area and may actually
decrease the general availability of primary health care (Fosu, 1989).

In many instances medical facilities exist close to both urban rich and poor. But this does not
mean that the services are truly accessible to the poor. In rural areas, distance to a clinic or
health center is often a factor limiting access of the poor to health services. In urban areas, it
may not be distance but political control factors, restricted hours of service, and long waits that
limit access (Okun, 1988).

Because squatter settlements are often illegal, or at least unsanctioned, certain segments of the
population may not be included in government census enumerations. This results in inflated
figures of resources expended per capita and also often makes squatters Ineligible for the
resources.

A number of health conditions are peculiar to low-income urban or peri-urban settings.
Traditionally, rural mortality rates have exceeded urban rates in developing countries, but in
several countries this relationship is being reversed, at least with respect to the rapidly growing
urban slums. In Thailand, the 1970 mortality rate in the Bangkok metropolitan area was found
to be one-third higher than the national average (Khanjanasthiti, 1974). In Haiti, death rates
in the slums of Port-au-Prince were triple those in rural areas (Rohde, 1983).

Patterns of morbidity are also complex, but evidence suggests that the rate of water and
sanitation-related disease is disproportionately high in peri-urban areas. While available data
sets are not strictly comparable, they indicate that urban children in Bangladesh may
experience up to one-third more diarrhea episodes than their rural counterparts (Black et al.,
1982; Stanton, Clemens, and Khair, 1988). Recent data from a peri-urban area in Peru
showed an average of 10 episodes of diarrhea in infancy, a higher level than any reported
previously (Lopez de Romana et al., 1989). Infestations with parasites such as ascaris have
been noted to be substantially higher in urban than in rural areas (Benyoussef et al., 1973).
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Several developing countries reveal an incidence of low birth weight among the urban poor
that is well above the national average. For example, according to two slum-based studies
(Singh and Paul, 1988; Patel, 1989), low birth weight in Delhi and Calcutta occurred in more
than 50 percent of births, compared with rates about half as high in India overall. Likewise,
some national data sets from Bangladesh show a higher prevalence of malnutrition in the
slums of Dhaka than in many rural areas (HKI, 1985). The picture is far from uniform,
however, and care must be taken not to draw oversimplified conclusions. Some studies, for
example, have revealed a nutritional status among urban dwellers that is superior to rural
averages (CUS, 1989).

Certain characteristics of urban life itself may markedly affect health status or health-seeking
behavior. For example, one study showed evidence of rural-urban differences in the impact
of female wage labor on child-rearing practices (Engle, 1989). In rural areas, women appear
to have developed support systems enabling them to engage in wage labor for up to eight
hours per day before they perceive a decrease in time spent on child care; whereas, urban
women report a decrease after just one hour of wage labor. Thus, a degree of access to health
care systems that is adequate for rural women might be inadequate for urban women in the
labor force.

Until planners and policymakers understand more about mortality and morbidity and
socioculturel factors in peri-urban areas, extreme care must be exercised in extrapolating
findings from rural studies. Even in countries where much is known about rural water,
sanitation, and health practices, parallel studies in peri-urban areas will be necessary to test for
possible differences.

As noted, rapid assessment methods are not limited in their applicability to peri-urban areas
or to the field of health. But the authors have given this report a distinct peri-urban water-
sanitation-and-health twist. Thus, the problems and solutions referred to relate to water and
sanitation, and the reader is reminded to be aware of the unique features of peri-urban settings
that complicate the acquisition of reliable data. Several of these features are worth mentioning
at the outset.

• Because peri-urban areas frequently fail to gain official recognition, prior
knowledge about them is usually inadequate. Census data may be unavailable,
and other baseline information is likewise either unavailable or sketchy. These
deficiencies make it difficult, for example, to select a representative sample to
study and thus call for innovative methods of data gathering.

• Even when census or other baseline data are available, they become outdated
quickly because of rapid migration in peri-urban areas. Therefore, peri-urban
population dynamics must be recognized as a major concern. High rates of
migration into urban areas, often coupled with frequent movement within the area
itself, make it difficult not only to select a representative sample but also to follow
individuals or families over time.
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• Many peri-urban communities are extremely heterogeneous, especially in
comparison with their rural counterparts. For example, in the peri-urban settlement
of Pikine in Dakar, Senegal, eight major ethnic origins are represented (Fassin and
Jeannee, 1989). This means that within a small geographic area, a number of
variables are likely to contribute significantly to differences in health beliefs and
practices. Such heterogeneity must be recognized in any data-gathering plan. The
presence of diverse subgroups may suggest that each be treated as a separate
entity. If an overall population assessment is desired, care must be taken to ensure
that each of the groups is properly represented in the analysis.

Regardless of the venue or sector, however, there is a need for reliable information on which
to base policy and planning. This document addresses these information needs by presenting
a review of assessment methods that may be used to gather information in a rapid and efficient
fashion. While the focus and examples employed here concern the water-and-sanitation sector
and urban populations, the principles and methods described also are useful in other sectors
and in rural areas.
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EXECUTIVE SUMMARY

Considerable attention has been focused recently on devising simple, inexpensive, rapid
methods for collecting and analyzing data on health conditions. Sector personnel charged with
developing water and sanitation programs for peri-urban areas have a particular need for rapid
assessment methods because little reliable health information on these areas is available. Until
planners and policymakers understand more about mortality and morbidity and sociocultural
factors in peri-urban areas, extreme care must be exercised in extrapolating findings from rural
studies. Even in countries where much is known about rural water, sanitation, and health
practices, parallel studies in peri-urban areas will be necessary to test for possible differences.

Rapid methods that have been devised include techniques from epidemiology, biostatistics,
industrial quality control, and a variety of other disciplines. Nine such rapid assessment
methods are described in this report, eight in some detail. The descriptions provide basic
information for project managers and policymakers who must collect the information necessary
to make decisions and manage programs in developing countries. Each method is explained
in terms easily understandable by nonspecialists, and its strengths and weaknesses are
enumerated. The report emphasizes not how to, but when to use the methods, seeking to
answer the question: Under what circumstances are these methods both efficient and cost-
effective?

In addition to descriptions of the methods, the report contains chapters on basic statistical
principles for the uninitiated and on criteria for selecting the most appropriate method in a
given circumstance.

The rapid methods covered are listed below with a few words of explanation for each one.

• Cluster sampling is a practical alternative to the more costly and time-consuming
simple random sampling. Cluster sampling draws upon a sample selected from a list
of groups, or clusters, such as city blocks, neighborhoods, or squatter settlements,
rather than a list of single individuals or small entities. The cluster method lends itself
to assessments of health behaviors in large peri-urban areas that encompass many
neighborhoods. Respondents would be drawn from only a specified number of these
neighborhoods, which would be selected randomly.

• Lot quality assurance sampling (LQAS), a method borrowed from industrial quality
control, is based on the assumption that a small sample from a batch (or lot) is
representative of the whole batch. With this method, large samples are unnecessary
because only small amounts of information are obtained. It is appropriate for situations
in which a "yes" or "no" will yield enough information upon which to act—for
example, do at least 70 percent of households have access to a toilet within the
building?

• Double sampling is a way to gather more precise information than can be obtained
with lot quality assurance sampling. Instead of increasing sample sizes across the
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board, a follow-up assessment is carried out only for those lots or batches where the
results are ambiguous, neither clearly "yes" nor "no."

Reduced and tightened inspection, like double sampling, keeps the sample size small
but, instead of re-examining lots or batches that fall below a certain standard, this
method either tightens or loosens the level of scrutiny as needed, while the assessment
is taking place. As the survey proceeds from subunit to subunit, the results are plotted.
If any subunit falls below the acceptability level or if the average drops below the
acceptability level, tightened inspection begins by using the same sample size but
allowing fewer defectives. If fewer than the new target number meet the standard, the
assessment is discontinued and it is concluded that the standard has not been met in
the universe being assessed. If the overall results again reach the standard, then looser
inspection is resumed.

Epldemlological surveiííance involves the systematic collection, consolidation, and
evaluation of data to assess conditions at a particular time or to monitor changing
conditions. Such a method might be used to study seasonal patterns of diarrhea, for
example, or trends in the use of oral rehydration therapy (ORT). This information can
usually be collected by individuals routinely employed for other purposes.

Demographic surveillance is the monitoring of births and deaths, a difficult process in
developing countries and not usually "rapid" or inexpensive. However, demographers
have devised a number of techniques useful for rapid assessment: obtaining pregnancy
histories, regularly gathering information at the time of delivery or vaccination, and
monitoring the survival of the close relatives of a respondent.

Industrial process control methods have rarely been used in the health field to date.
Process control consists of charting a particular condition or circumstance, thereby
providing a visual representation of the results. By means of pre-established control
limits placed upon a control chart, observers can determine whether a problem exists
and how serious it is. A control chart could be used, for example, to monitor the
incidence of chronic diarrhea. The number of cases plotted inside and outside the
control limits would delineate the nature of each outbreak.

Case-control analysis begins with the selection of readily available "cases" and
"controls" for testing a hypothesis about factors associated with a particular condition
or circumstance. For example, the cases might be small children with persistent
diarrhea whose mothers brought them to a particular hospital for treatment; the
controls could be children within the same age group who were being treated at the
facility for another condition, say injuries. The two groups could be compared
regarding their usual source of drinking water to determine whether it played a role in
the diarrhea of the cases.

Sodocultural group assessment methods are only mentioned briefly in the report. Such
methods, which might take the form of surveys of representative individuals or
intensive interrogation of a few key persons or focus groups, come into play when the
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aim is not to collect and analyze objective information but to define basic attitudes,
beliefs, or desires of a particular group or even a culture as a whole, or to develop
hypotheses for further investigation.

In designing a project, information is a tool for identifying the prevalence of problems,
determining their causes, and designing solutions. After a project begins, information becomes
essential as a means for monitoring and evaluation. Projects require different information at
different stages: it may be epidemiological information on the prevalence of disease and
associated risk factors; information on environmental conditions contributing to those health
problems; information on behavioral practices; or information on institutional capabilities and
constraints. Rapid assessment requires that managers or other decision makers first identify the
specific data needed to make a particular decision and then select the most efficient
methodology to collect and analyze that information.
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Chapter 1

INTRODUCTION

Background

Decision makers need information: It must be reliable, timely, and relevant to the decision
being made, and available in sufficient quantity to permit analysis. Moreover, it must be
obtained in a cost-effective way. Increasingly, the term rapid assessment is used to define an
efficient method for obtaining and analyzing data needed for decisionmaking.

The decision to be made determines the quantity and type of information and the levels of
precision required. In designing a project, information is required to identify the prevalence
of problems, determine their causes, design solutions, and plan for implementation of
solutions. After a project begins, information becomes essential as a means to monitor
implementation and evaluate and modify project efforts. Projects require different information
at different stages: it may be epidemiological information describing the prevalence of disease
and associated risk factors; information on environmental conditions contributing to those
health problems; information on behavioral practices; or perhaps information on institutional
capabilities, processes, and constraints. A rapid assessment approach requires first, that
managers or other decision makers identify the specific data needed to make a particular
decision (to avoid haphazardly collecting too much data, extraneous data, or the wrong data
altogether); and second, that they then select the most efficient methodology to collect and
analyze that information.

Scope of the Report

This presentation has two objectives: (1) to provide a systematic, critical review of the rapid
assessment methods currently in use or being proposed, and (2) to examine under what
circumstances specific methods should be adopted. Focusing on improved management
decisions and program actions, this broadly based critique covers ease of data collection,
simplicity of analysis, and interpretation of findings. The reader should gain a clear idea of how
each of the methods functions, discover its strengths and limitations, and develop a sense of
the informational needs best served by each.

The review places primary emphasis, however, on the circumstances that call for the
application of specific methods and, therefore, may be considered a when-to rather than a
how-to document. Field-oriented examples provide a practical focus for project managers and
policymakers who must collect the information necessary to make decisions and manage
programs in developing countries. Although this volume was developed in response to the
specific data needs of urban and peri-urban water supply and sanitation projects, the
information provided herein applies equally well to a variety of health-related assessments in
both urban and rural settings.



The information is presented in two parts: Chapters 1 through 4 provide a brief overview of
several assessment methods; review statistical issues, particularly those relating to sample size;
and discuss the issues that must be considered when selecting a methodology. Chapters 5
through 12 describe eight methods in some detail. The final chapter organizes the nine rapid
assessment methodologies into a table that will help managers select the most suitable method
for obtaining health information. Table 1 presents a practical guide for using the nine
assessment methodologies. If managers need information about a particular health condition,
they can use the table to select the most appropriate method for obtaining that information.

What You Need to Know to Use This Manual

This presentation is written for the nonexpert in statistics and assessment methodologies. In
fact, its purpose is to make rapid assessment methodologies and the principles used to select
among them accessible to those who need information, primarily program managers and
decision makers. The material should be understandable to anyone generally familiar with
statistical and sampling principles. Those with more experience and training may wish to refer
directly to the descriptions of individual methods in the second part of the report. Nonetheless,
a review of Chapters 3 and 4 is recommended to provide the context and background for
judging the utility and appropriateness of the methods described here and other assessment
methods that may be under consideration for a specific application.



Chapter 2

OVERVIEW OF RAPID ASSESSMENT METHODS

Rapid assessment methodologies include techniques from a variety of disciplines, such as
epidemiology, biostatistics, industrial quality control, and the social and anthropological
sciences. Several methodologies are currently available or have been proposed, each with its
own strengths and each requiring careful consideration before being applied. This chapter
introduces nine assessment methods.

Cluster Sampling

This method, quicker and cheaper than simple random sampling, selects samples from a list
of groups (clusters) rather than a list of single individuals or small entities. As with a simple
random sample, heads of households, mothers, families, and so on might still serve as the
final sampling units; however, these respondents would be found only in a sample of
"dusters," such as city blocks, neighborhoods, or squatter settlements.

With this method, the area of interest is divided geographically into primary sampling un i t s -
districts or counties, for example. From these units, a given number are randomly selected and
further divided into subunits, with the process continuing until the lowest level of subunit has
been identified. From randomly selected subunits at the lowest level, an equal number of
respondents are selected for interview. A widely used formula calls for 7 respondents from 30
clusters; however, the number ultimately chosen should serve as a reasonable compromise
between the ideal single observation per cluster and the logistically simpler but statistically less
efficient multiple observations per cluster.

The cluster method lends itself to assessments of health behaviors in large peri-urban areas that
encompass many neighborhoods. Respondents would be drawn from only a specified number
of these neighborhoods, which would be selected randomly.

Advantages: This method provides a fast, logistically simple, and inexpensive way to
determine knowledge and practices regarding a defined activity (e.g., latrine use) from a large,
possibly dispersed population.

Disadvantages: Cluster samples provide reliable information only about the population as a
whole; sample sizes are generally too small to draw conclusions about a single cluster.
Moreover, when communities encompass both well-served and underserved groups or, in this
case, high-use and low-use groups, overall averages obtained through cluster sampling can be
misleading.



Lot Quality Assurance Sampling

Another quick, inexpensive, and easy assessment method—lot quality assurance sampling
(LQAS)—has recently gained wide recognition in the health field. With this method, large
samples are unnecessary because only small amounts of information are obtained: in industry,
where LQAS was developed, it is assumed that when a small sample from a batch (or lot)
passes inspection, the entire lot under examination is sound. In epidemiological surveys, the
lot would be the target group.

The method is appropriate for situations in which a "yes" or "no" will yield enough information
upon which to act: does the respondent have a latrine, for example. Responses would allow
policymakers to discover which health districts needed help with their latrine-promotion
programs. It is very important, however, to set the pass/fail points appropriately. Chapter 6
discusses how this may be done and also touches upon determination of sample size and the
pass/fail number of defectives.

The main thing to bear in mind is that lot quality assurance sampling works best when
managers or policymakers need to identify exceptional needs or inadequate services. While
not a method to uncover community attitudes or hidden practices, LQAS can do the following
well:

• Give feedback on existing conditions

• Identify any departures from predetermined goals or standards

• Associate those departures with individual communities or service units

Advantages: Lot quality assurance sampling can detect gross departures from prevailing
standards. Quick, inexpensive, and easy to administer, it is a useful method when
policymakers can get by with rough information. Small sample sizes make frequent assessment
feasible.

Disadvantage: Its small sample sizes make the LQAS method reliable only for detecting large
departures from prescribed standards.

Double Sampling

Whereas small samples may be adequate to detect clearly acceptable or clearly unacceptable
conditions, ambiguous intermediate circumstances require more information. With double
sampling, an initial lot quality assurance sample is followed by a second assessment of those
lots or batches where the results fall into the gray area.

In the following example, a survey is designed to determine whether the goal of 80 percent
of households having soap is being met. The double sampling scheme chosen establishes an
initial sample size (35); the number of "defectives," or responses not meeting the criterion,
permitted (10, in this case); a size for the second sample (70); and the maximum cumulative



number of defectives permitted for acceptance (26). The full two-stage sample is statistically
equivalent to a single LQAS sample of around 50.

In surveying the householders' use of soap, investigators would check the initial sample of 35,
allowing for up to 10 "defectives." If the first sample reveals 10 or fewer households without
soap, conditions are declared to be satisfactory and sampling is discontinued. If more than 26
households have no soap, sampling will also be discontinued because standards (80-percent
usage) have clearly not been met. If, however, 11 to 26 households have no soap, the second
sample of 70 is tested and acceptance will depend upon finding a cumulative total of 26 or
fewer of the entire 105 study households without soap.

Advantage: Double sampling is a way to gather more precise information than can be obtained
with lot quality assurance sampling, without having to increase sample sizes across the board.
That is, sampling is repeated and the sample size doubled only when the initial results do not
appear clearly satisfactory or unsatisfactory.

Disadvantage: A double or sequential sampling scheme is administratively more complex than
a single-sample plan.

Reduced and Tightened Inspection

Like double sampling, reduced and tightened inspection keeps the sample size as small as
possible. However, instead of re-examining units that fall below a certain standard, this method
either tightens or loosens the level of scrutiny while the assessment is still taking place. As the
results are received, the sample size and number of defectives allowed are being adjusted
accordingly.

Because of its small samples, this method (again like double sampling) provides only a small
amount of information. It would be useful when policymakers wanted to judge whether certain
promotional programs—latrine building or oralrehydration salts (ORS) use, for example—have
been successful in reaching their targets.

Based on a predetermined acceptability level (85 percent, perhaps), a sampling plan is
designed that specifies sample size and number of defectives allowed for each subunit. As the
survey moves from subunit to subunit, the number of defectives in each is determined, and
a running average calculated concurrently. If any subunit falls below the acceptability level or
the average level drops below this level, tightened inspection begins; the same sample size is
maintained in each subunit, but fewer defectives are allowed for a subunit to be classified as
"acceptable." If fewer than the new target number meet the standard, the survey is stopped
because it is assumed that the program has not met the coverage goal. If none of the subunits
falls below the new standard, tightened inspection continues until the overall average reaches
the initial acceptability level, i.e., 85 percent in this example. At this point, normal inspection
is resumed.

If, however, the overall average coverage were to rise above the initial acceptability level,
reduced inspection begins. For each subunit, both the sample size and the number of



households that must meet the standard are reduced. Chapter 8 presents a thorough
explanation of this method as it might be applied to a study of ORS usage. Reduced sampling
continues as long as each subunit and the overall average meet the criteria of acceptability.

Advantage: Because of its continuous monitoring of results, this method presents an objective
appraisal of informational needs and thus serves the cause of efficiency in data collection.

Disadvantage: Its principal drawback is that the prescribed adjustment in sample size will be
valid only when recent past experience is relevant for current dccisionmaking. Therefore, when
conditions are erratic or unpredictable, this method offers no advantages.

Epidemiological Surveillance

With this method, observers systematically collect, consolidate, and evaluate data to assess
conditions at a particular time or to monitor changing conditions. This type of surveillance
allows observers to detect trends as they develop and to identify problems as they arise. Such
a method might be used, for example, to study seasonal patterns of diarrhea, disease
distribution throughout outbreaks, and trends in the use of ORT. Information about episodes
and actions taken would come directly from women of child-bearing age in specified
communities. These communities would be nonrandomly selected according to the conditions
and circumstances of interest to the observers.

Surveillance methods are diverse, but the principal distinction is between active and passive
systems. Active systems employ health workers to collect the information; passive systems rely
upon the individuals involved to report events as they occur. (Not surprisingly, passive systems
commonly suffer from dramatic underreporting.)

Although it has sometimes been adapted to suit broader management concerns,
epidemiological surveillance lends itself particularly well to monitoring communicable diseases.
(See Chapter 9 for a description of epidemiological surveillance as a tool for controlling guinea
worm disease.) This method is particularly useful in peri-urban settings, where communicable
diseases are a significant danger and rapid changes in incidence and distribution must be
detected promptly.

Advantage: Because periodic reports are linked overtime, the amount of information required
for each report is minimal and can usually be collected by individuals routinely employed for
other purposes. Moreover, the close control typical of sentinel sites will tend to yield high
quality data.

Disadvantages: Passive surveillance often results in serious underreporting, yet active
surveillance can be costly unless limited to a few sites. However, with repeated close attention
over time, the active sentinel sites may not remain sufficiently representative of the population
as a whole, limiting the extent to which findings can be generalized.



Demographic Surveillance

Demographic surveillance, the monitoring of vital events (births, deaths, marriages, divorces,
immigration, and emigration) is a particularly difficult process in developing countries. Trends
for these, although often monitored, are also often underreported because people rarely
remember all of these events—particularly early infant deaths. Unfortunately, public health
records may be of little help to investigators, as many of these events are unattended by health
personnel.

Demographers have, however, devised a number of demographic techniques useful for rapid
assessment of births and deaths: three of these (described in Chapter 10) are to obtain
pregnancy histories, establish routine encounters at the time of delivery or vaccination, and
monitor the survival of close relatives of the respondent.

Advantage: With this method, the number of vital events necessary for analytical purposes is
obtained from a sample of manageable size.

Disadvantage: Because of its dependence upon recall of past events, this method suffers from
underreporting (although some informants overreport, as well). Such underreporting is
particularly severe in cases of early infant deaths, as both birth and death may be overlooked.

Industrial Process Control Methods

Although applicable to health surveillance, control charts—one technique for monitoring
industrial processes—have rarely been used in the health field to date. Such charts present a
visual representation of a particular condition or circumstance in a given area. By means of
preestablished control limits placed upon the chart, observers can determine whether a
problem exists and, if so, how serious it appears.

A control chart would be useful for such activities as monitoring the incidence of chronic
diarrhea in a particular area because the number of cases plotted inside and outside the control
limits would delineate the nature of each outbreak. Each week the chart could be updated to
show new cases and provide visual evidence of developing trends.

Chapter 11 provides a comprehensive discussion of the various types of process control
methods; each features frequent small samples to signal trouble promptly, calculate simple
indicators from the findings, and visually display the results.

Advantages: Industrial process control methods are rapid and easy to administer. Because the
amount of data needed at each inspection is minimal, indicators can be calculated quickly and
problems and trends identified easily. Visual charts make it easy to compare communities or
service units.

Disadvantage: Because flow charts are intended for use after a process has become relatively
stable, their use is inadvisable when conditions are erratic—for example, in the early stages of
a program.



Case-Control Analysis

This method, which begins with the selection of readily available "cases" and "controls," is
useful for testing a hypothesis about factors associated with a particular condition or
circumstance. The cases need not refer to an illness but may be users of a certain type of
service. Controls are people who are similar in certain respects—age and gender,
perhaps—but who differ in their lack of the condition that distinguishes a case. In a health
study that used this method, the cases might be small children with persistent diarrhea whose
mothers brought them to a particular hospital for treatment; the controls could be children
within the same age group who were being treated at the facility for injuries. The two groups
could then be compared regarding their usual source of drinking water to determine whether
it played a role in the diarrhea of the cases.

Its economy and ease of use make case-control analysis an attractive investigative method for
certain purposes: for example, it was used in the Philippines and Malawi to assess the
connection between diarrhea and water use; in India to determine the influence of severe
diarrhea! disease and/or heatstroke on the development of blinding cataracts; and in Colombia
and Haiti to study the use of health services.

Advantages: Because of the ready availability of cases and controls at health facilities, such
studies tend to cost far less to conduct than do those that must go out into the community to
find their cases and controls, particularly where the condition of interest, for example, chronic
diarrhea, is relatively rare and therefore difficult and costly to identify. The case-control
approach may represent the only feasible means of obtaining, quickly and cheaply, enough
cases of an uncommon condition that takes a long time to manifest itself. Moreover, ethical
considerations argue against a prospective study in which such a condition is allowed to
develop unchecked within the general population to the point of discernment.

Disadvantages: Readily available cases, as well as controls, may be unrepresentative of those
in the population at large. Odds ratios used to approximate relative risks tend to overestimate
levels of risk, and sample sizes are generally too small to isolate important interactions and
confounding factors that may be present. See Chapter 12 for a discussion of the various ways
to avoid such distortions.

Sociocultural Group Assessment Methods

Although a comprehensive review of such methods is beyond the scope of this document,
sociocultural group assessment methods are extremely useful at certain times and under certain
circumstances and should not be overlooked as a methodological choice. Such methods come
into play when the aim is not to collect and analyze objective information but to explore basic
attitudes, beliefs, or desires of a particular group or even a culture as a whole. To illustrate,
what are the factors behind the local practice of applying cow dung to the umbilical cord
during childbirth? Or what are the cultural beliefs underlying certain practices that, although
not recommended in the presence of diarrhea, people continue to carry out?
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At other times a somewhat different perspective is taken in which individual views are
combined to gauge group consensus, as opposed to simply averaging individual judgments.
Such an application would be useful in determining community consensus on the issues of
tubewell or latrine placement, for example.

Investigative techniques might take the form of a survey of representative individuals or
perhaps the intensive interrogation of a few key persons who thoroughly understand the local
culture and can offer insight into their neighbors' behavior. Sometimes the most useful
information might come from a purposive group, such as a mothers' club, rather than from
the same number of persons randomly contacted individually. The primary distinguishing
feature of sociocultural methods is their emphasis on why as opposed to how many.

Sociocultural methods are often used to obtain information on beliefs and perceptions about
community attitudes, for example, or uncovering hidden hygiene or sanitation practices and
the reasons behind them. Such information can be vital to the success of water supply and
sanitation projects.

All the methods mentioned in this chapter have useful applications; the challenge facing
managers and other decision makers is to fit the appropriate method with the task at hand.
Chapter 4 discusses issues to consider when defining informational needs and selecting a
method to collect and analyze that information.





Chapter 3

STATISTICAL PRINCIPLES

Certain principles and limitations relating to statistical analyses in general are worth highlighting
before moving ahead to selection issues. First, results obtained from a representative sample
are only estimates of conditions in the target population and are, therefore, necessarily
imprecise. The level of imprecision depends on two factors: (1) the extent to which the
measure of interest (a physical characteristic, for example) varies among individuals in the
population, and (2) the number of individuals sampled. If every individual in a community
were exactly the same height, a sample that included only one person would provide an
unerring estimate of average height in that community. Because individuals do vary in height,
however, a small sample that may by chance include mostly short or tall folk is unlikely to
produce an accurate picture of the total population. This deficiency can be overcome only by
selecting a larger, and presumably more representative, sample.

Although variability is an inherent population characteristic over which investigators have little
control, they may employ certain techniques to reduce variability within their samples. One
of these is to define a more homogeneous population: for example, a group of families taking
their water from a protected well will likely be more similar in diarrheal incidence than will a
population that includes those who use a variety of sources. By separating the groups
according to water source, interviewers can survey each homogeneous group separately and
can likely produce a clearer estimate of incidence for each group than could be derived from
a more diverse population.

Discrete Measurement vs. the Continuous Scale

Another way to manipulate variability is to distinguish between discrete, or categorical,
variables and those measured on a continuous scale. Illustrating the former would be the
classification of children according to whether they have persistent (lasting more than 14 days)
diarrhea. The indicator of interest then would be the number of children having persistent
diarrhea. By contrast, a measurement of the duration of each episode would form a
continuous variable that directed attention to the average duration.

Often a categorical measure, such as the presence or absence of disease, is the only feasible
alternative; at other times, however, a choice does exist between the two approaches. In
looking at the duration of an illness episode, for example, we might record the actual number
of days or simply indicate whether the duration exceeded 14 days. The latter approach may
be simpler, but it is likely to demand a much larger sample to achieve a desired level of
precision because the gross distinctions associated with discrete measures produce limited
information from each case. Continuous measures, to the contrary, provide more information
per individual, since shades of difference are recorded.
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The principle that emerges here is this: Sampling efficiency te served by the use of continuous
measures whenever they are readily obtained, follow a regular pattern (e.g., a statistically
normal distribution), and satisfy the specific analytical needs for the decision at hand.
Knowledge of average illness duration would be useful in assessing the total impact of disease
on normal activity; concern for the magnitude of the problem of persistent diarrhea would
require only that cases lasting more than 14 days be identified.

Sample Size

We have seen that investigators can increase precision by forming homogeneous groups
and/or by using continuous variables. A third technique calls for the selection of larger
samples, since assessment methods that rely on small samples restrict the ability to make
decisions based on fine distinctions. For example, small samples distinguish between an 80-
percent level of service coverage and one of 70 percent, but would rarely be able to
differentiate between 80- and 75-percent levels. Stated more directly, small samples yield no
more than gross distinctions.

The advantage of homogeneous groupings previously cited calls attention to the benefits of
a stratification that divides the population into distinct subgroups, such as urban and rural or
differing socioeconomic levels, in order to sample each group separately. Indeed, stratification
is necessary if one is to assess the differential effects of literacy, poverty, or exposure to a
potentially hazardous environment.

Subgroup analysis, however, forces recognition of another important statistical principle: The
size of the sample needed to estimate the prevalence of a specific condition in a target
population has little to do with the population size; instead, it depends upon the level of
precision required (Reinke, 1988, pp. 17-18). We need not dwell upon the rather complex
formula for sample-size determination, showing the relatively slight influence of population
size. Of greater practical interest are the illustrative results achieved from the application ofthat
formula. Consider, for example, a sample of 50 taken from a population of 5,000 for
purposes of estimating the rate of latrine use in a given area. It is determined, by using the
appropriate formula, that the estimate obtained could be in error by as much as 14 percent.
If for some reason 10 groups of 500 were identified and estimates of similar precision were
sought for each group separately, the formula indicates that samples of 46 from each group
(460 in all) would be required. Although the new populations are one-tenth the size of the
original, the new sample sizes required are 92 percent (46/50) as large as the original.
Moreover, the total amount of sample has been increased more than ninefold to 460.

The relative unimportance of population size, as opposed to number of samples, leads to a
corollary principle: The most efficient way to estimate the difference between two groups is to
obtain the same amount of information from each group, regardless of disparities in group size.

Since sample size depends above all else on the level of precision desired, the precision factor
deserves closer scrutiny in relation to the parameter being estimated. Specifically, if interest
centers on a level of latrine use that is judged in advance to be about 50 percent—in a
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shantytown, perhaps—a final estimate that errs by as much as 5 percent would probably be
considered acceptable. However, an error of this magnitude in the estimate of a relatively rare
event would be intolerable. For example, an investigation of schistosomiasis in Zimbabwe,
where roughly one-tenth of the school children are affected, could yield a sample prevalence
of between 5 and 15 percent—a threefold range of possibilities. The point here is that whereas
estimates are most imprecise for prevalence rates of 50 percent, under the circumstances
sample size matters less because the need for precision is less urgent.

In practice, the tolerable error in estimating the prevalence of a specified condition is likely to
be a roughly constant fraction (say, 20 percent) of that prevalence. Thus, if an investigator
expects to find that approximately half the community members use latrines, she is likely to
be satisfied with an estimate that may be in error by up to 10 percent (20 percent of 50); the
same analyst, however, would be unwilling to tolerate an error above 3 percent (20 percent
of 15) if she were surveying the prevalence of schistosomiasis in Zimbabwe.

In the following discussion, 95 percent of the prevalence, or rarity (R), estimates made of
specified conditions will maintain a relative error of less than 20 percent of the true prevalence.
Following this rule, the requisite sample size (n) is determined to be n= 100R (a benchmark
formula).

Rarity is defined as the ratio of noncases to cases. Thus, if one child in five has diarrhea (so
that four of five are free of the condition) the rarity factor is four. Assuming that six "well"
children are likely to be found for every child with diarrhea, R becomes 6 and a sample of 600
is thus called for under the formula. In contrast, if only 1 child in 20 has persistent diarrhea
(19 children free of the problem), a sample of 1,900 children is needed to identify enough
cases to carry out meaningful analysis. Consistent application of a single set of decision criteria
enables us to consider a number of situations of interest without having to give undue attention
to the arithmetic involved.1

Specifying Precision

Examination of the same formula reveals one feature of sample estimation that deserves
underscoring: a doubling of the desired level of precision requires a quadrupling of the
requisite sample size. In the preceding example, a sample of 600 was considered large enough
to obtain an estimate of diarrhea prevalence that would fall within 20 percent of the true rate.
In order to reduce the maximum error to 10 percent, a sample of 2,400 would be needed.

Examples given thus far have dealt with a single, relatively simple issue: how to estimate with
specified precision the prevalence of a stated condition within a defined target population. As
might be expected, answers to more searching questions demand that more information be

1 The mathematically oriented reader seeking greater understanding of the formula used for
sample-size determination and a full range of applications stemming from it should refer to the
detailed description in the mathematical appendix accompanying this report.
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gathered. Thus far, we have dealt only with single populations and with estimates of existing
conditions in the absence of any preconceptions of what is expected or desired. Suppose,
however, that concern were expressed over possible differences between groups or that
preconceived norms were available against which to judge sample findings. From a statistical
standpoint, decision makers are nearly always in one of these four situations. The associated
possibilities produce four scenarios that vary in complexity and in the corresponding need for
information.

For the simplest case, involving a single population and no prior hypothesis regarding
conditions (e.g., usage rate of latrines) in that population, it has already been determined that
a sample size of 100R will enable the decision maker to make adequately precise judgments
about matters of interest within the population. But if similar precision were sought in
comparing the status of two populations—their use of ORT, for example—the sample size
would have to increase because now there would be two sources of imprecision. Specifically,
the sample for each community must be doubled (to 200R). Furthermore, because the larger
sample size applies to each of the two populations, 400R observations are required in all. This
more demanding case is common, for investigators often seek to compare a population
exposed to a health hazard or to a certain intervention with a second group that has had no
such exposure.

In the preceding two scenarios, no prior standards had been set. The final pair of
circumstances, however, involve preconceived notions of "satisfactory" and "unsatisfactory"
states. As a result, enough information must be obtained to distinguish between them.
Suppose, for example, the effect of an improved water supply on diarrheal incidence is to be
examined. If a 20-percent reduction (to retain the same relative difference used in earlier
examples) from an established prior level is considered satisfactory and no effect whatsoever
is deemed unsatisfactory, the consequent sample size for classifying one population rums out
to be 215R.2

Thus, sample size must increase when differences between two populations are compared and
when benchmark standards of satisfactory and unsatisfactory performance have already been
established. It is not surprising, therefore, that the most stringent demands for information
occur when actual differences between two populations are to be compared with prior
expectations. For example, a program of education may be expected to have a greater effect
on ORT use in a community served by outreach than in one served only by fixed health
facilities. Comparison of the two sets of results would require 430R observations in each
community.

Comparative sample sizes for the four sets of circumstances (see Figure 1) demonstrate that,
in the face of prior standards, definitive testing for differences between two populations

2 This figure is based on a 10-percent risk of concluding erroneously that there is an effect and
a 5-percent risk of failing to detect an effect. For the sake of comparability, these risk values
will stand throughout the illustrations presented. Other risk specifications would alter the
required sample size.
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requires more than eight times as much data as is needed for a simple estimate of conditions
in a single population. Clearly, information gathered for the latter limited purpose can lead to
dangerously misleading conclusions when used in more complex analyses.

Circumstances

Nr. of Observations

Each Pop. Total

One population; no prior standards

Two populations; no prior standards

One population; prior standards

Two populations; prior standards

100R*

200R

215R

430R

100R

400R

215R

860R

*R — "rarity," i.e., the ratio of noncases to cases
OBSERVE: Testing for the significance of differences between
populations, given prior standards, requires more than eight
times as much data as are needed for a simple estimate of
conditions in a single population.

Figure 1

Comparative Sample Sizes
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Chapter 4

SELECTING RAPID ASSESSMENT METHODS

Faced with a number of viable assessment methods, how are decision makers to choose
among them? How can they avoid the pitfalls of data collection that may burden them with
excessive data while yielding too little that is useful? One way is to base selection on the nature
of the decisions to be made. In principle this is obvious, but in practice data are often collected
without a clear picture of how the information will be used. Careful appraisal of the link
between information and decisions will lead to more effective application of assessment
methods.

Vital to an informed selection are objective criteria that will allow people to weigh the benefits
of each method, freeing them from the need to either take a vast leap of faith or depend upon
a familiar, but possibly inappropriate, procedure. As a tool to aid those who must choose from
among competing methodologies, this chapter discusses some issues connected with selection.

Informational Issues

As a preliminary step in choosing an assessment methodology, managers and other decision
makers must consider the type of information needed, its usefulness in decisionmaking, and
the quantity and quality of information needed. It may be useful to ask some of the following
questions.

What kind of information is needed and how will it be used?

The type of information to be collected will vary according to its intended use, which
determines the object of measurement: whether illness or positive health will be the focus of
attention, for example. Ideally, an index of health would be more meaningful than a measure
of illness, but the dimensions of well-being are poorly defined, and in practice health programs
tend to emphasize mortality and morbidity reduction over health promotion.

Will decision makers be better served by quantitative or qualitative data? Surveys recording the
magnitude of a condition (duration of a diarrhea episode, perhaps) require smaller sample
sizes than those collecting categorical data (presence or absence of diarrhea). Methods that
facilitate quantification, therefore, have an advantage. On the other hand, certain important
characteristics, notably cultural traits, are impossible to quantify. Methods that succeed in
capturing these qualitative features in a meaningful way are therefore to be valued. Moreover,
categorical data may more appropriately address certain policy issues: program managers may
have less interest in the average duration of diarrhea episodes than in the rate of diarrhea
lasting 14 or more days.
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It will also need to be determined whether data should be subjective or objective, cross-
sectional or longitudinal, and whether they should describe individuals or groups. Methods
using groups as the basis for information gathering tend to be more rapid and less costly than
those requiring individual contacts, but may produce results that are not truly representative
of the populations involved. The applicability of such methods is limited to situations in which
group consensus is desired, and then the negative effects of interactions among group
members should be minimized.

Who will be the sources of the needed information? For a health survey, investigators will
likely choose between consumers or health providers. In general, rapid assessment favors
providers, for they already maintain records on persons with problems of interest. Because
they may not present a true reflection of the target population, however, consideration must
be given to the possible trade-off between speed and convenience on the one hand and
validity on the other. For example, provider data on patients may give an unrealistically low
estimate of diarrhea rates in the community and may, in addition, give a distorted view of the
distribution of the problem by age, sex, and socioeconomic status.

Will action be taken on the basis of overall average conditions or only with respect to specific
areas in which conditions are deemed unsatisfactory? In the former circumstance, care must
be taken to ensure that subgroups and geographic areas in the target population are similar
enough to make aggregation meaningful. Thus, if a hygiene program for a large and stable
population of several thousand were under consideration, individual clusters within the total
study sample should be as heterogeneous as possible—serving as microcosms of the total
population.

Conversely, if decisions will affect individual subgroups, each of them should be as distinct and
homogeneous as possible to minimize sampling error and the consequent amount of
information needed to make appropriate decisions. Such considerations would be applicable
if several diverse squatter settlements within a metropolitan area were being considered for
individually tailored hygiene interventions.

Another concern in decisionmaking is whether action is to be taken with respect to a static
condition or during the course of monitoring an ongoing process. Assessment methods
applicable to the two circumstances differ; in particular, process monitoring relies on frequent
collection of small samples to detect trends. Certain techniques borrowed from the field of
industrial quality control (such as the control chart) are useful for process monitoring, as they
stress the use of information to improve the overall process average over time (Berwick,
1989).

A numerical example shows the merit of this approach. Suppose that performance is normally
distributed around an average performance score of 100. A traditional manager might monitor
the process to identify the lowest 10 percent of performance and attempt to bring the laggards
up to standard. Another manager, however, determining through statistical analysis that this
goal would improve average performance by less than 2 percent, may choose a more general
effort to improve overall performance by at least 2 percent.
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The underlying principle is that process-sampling procedures can be most effective when used
to monitor a process that is already in control (Mosteller, 1987) and to orient process
management toward general improvement and achievement of greater uniformity.

How will the information be useful for decisionmaking?

Of overriding importance in methodology selection is whether the information it produces will
be useful in decisionmaking. Can the method pinpoint the site and the nature of the problem?
Can it generate information specific enough to isolate the problem so that appropriate action
can be taken?

To be useful in decisionmaking, the information should be applicable at all levels where action
is to be taken. Specifically, it should be useful in self-diagnosis, for those in the field may be
in the best position to identify problems as they arise and take timely corrective action on their
own without the need for outside intervention. Consider the example of a hygiene education
program designed to increase hand washing. An assessment procedure that allows the project
manager and hygiene educator to determine immediately if the program is "on track" provides
much more useful information than a procedure that requires complex analysis, requires
outside expertise, and is likely to be delayed in providing the necessary feedback. Thus,
simplicity in the interpretation of information is as important as simplicity in data gathering.

How much information is needed and at what level of quality?

The quantity of information to be collected will vary according to the following:

• Whether the decision will be based on an estimate from one group or on a
comparison, either with a standard measure, a previous study, or another group
studied at the same time.

• The precision necessary. Are errors of omission or those of commission more
serious, and what degree of risk is allowable for either error?

• The heterogeneity of the population with respect to the characteristic of interest.

• How much information must be collected from each individual or sampling unit.

The amount of information collected should meet (but not exceed) the minimum necessary
to provide sufficient data to the decisionmaking process.

The quality of information relates closely to the quality of decisionmaking, for the correctness
of the decision is a function of the reliability and validity (accuracy) of the information that
triggers the action. To the extent that data are unreliable and inaccurate, erroneous decisions
of two types are possible. Errors of omission occur with failure to take needed action, such as
when an outbreak of cholera goes unrecognized. Errors of commission occur when action is
taken unnecessarily. A sample of households, for example, might include by chance a
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disproportionate share of children with diarrhea, thereby leading to the misleading conclusion
that the incidence of diarrhea in the community at large had increased.

Perfect reliability and validity can be achieved only with complete knowledge of a situation,
and this is usually impossibly costly. As a result, errors of omission and commission can
seldom be eliminated, but carefully designed procedures for data collection and analysis can
limit their risk of occurrence. Errors of omission tend to be more serious than errors of
commission, for failure to correct faulty conditions is generally less desirable than action to
improve an already satisfactory situation. In certain areas where resources are exceedingly
limited, however, the misallocarion of resources associated with errors of commission may be
the overriding consideration. In practice, therefore, the ramifications of decision errors must
be judged on a case-by-case basis.

Methodological Characteristics

Once having satisfied their concerns regarding the nature of the information required, decision
makers will need to turn their attention to the methodology itself. Two of its features are
particularly important to assess: ease of use and the timeliness of the information the
prospective method can produce. The following two sections discuss these elements.

Is the method easy to use (or misuse)?

Methods of potential usefulness in dedsionmaking can realize their full potential only if they
are readily applicable in practice. Hence, ease of use is another characteristic of interest,
relating to the processing, analysis, and interpretation of information, as well as to the initial
data gathering.

Unfortunately, simple methods that are easy to use present a trap for the unwary, who may
adopt them without understanding their limitations. The ramifications can be serious because
the sheer simplicity of the method is likely to impose serious limitations on its use. For this
reason, another important characteristic to evaluate is a method's potential for misuse.

Will the method yield timely information?

Because the expression "time is money" is more than a slogan, information timeliness
represents an extension of the cost-effectiveness factor discussed in rhenext section. Perhaps
good information, if available, could lead to a good decision; if the requisite data are not
provided in time for the action to be effective, however, the assessment process is obviously
not cost-effective. As a rule of thumb, it is felt that rapid assessment methods should produce
useful information for decisionmaking in a matter of weeks, or at most a few months after the
need for information has been established.
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Cost Considerations

In a world of diminishing resources, few people would select an assessment method without
giving some thought to its costs. Decision makers will need to consider not only the total
outlay, but also whether the funds are well spent. In other words, how much will it cost to
conduct the methodology and will the results justify the price? The final sections of this chapter
discuss these two questions.

Is the method cost-effective?

Once the basis for action has been defined, attention shifts to the cost of acquiring the
information needed to make the correct decision. Quality often can be purchased for a price;
however, the time, effort, and cost of obtaining information should not exceed the benefit
derived from the course of action consequently chosen. Inevitably, the manager faces risks of
omission and commission and must balance the two. For example, faced with very limited
resources, managers may try to detect only the most severe illnesses or the most poorly
functioning health centers, even though their failure to detect lesser cases represents'errors of
omission.

Another question of quality as it relates to cost comes with consideration of whether to consult
a few knowledgeable individuals or a larger, more representative sample. The latter is usually
recommended in order to minimize bias, although a few key informants can shed considerable
light on complex qualitative issues involving group attitudes. Moreover, bias itself is not viewed
with uniform displeasure. To illustrate, a survey might be conducted among easily reached
families living fairly near a health facility, even though the findings will likely be
unrepresentative—the rationale being that if those with ready access to services fail to take
advantage of them, there must be a more general problem of usage as well.

The inevitable tradeoff between cost and quality forces a consideration of both factors. Despite
some suggestions to the contrary, there is no way in which statistical laws of probability
affecting the magnitude of sampling error can be repealed: small samples produce relatively
crude estimates of population conditions. Because analysis of significant departures from
hypothetical norms requires more information than for estimation purposes without
preconceived norms, small samples can be expected to detect only gross departures from the
norms. In general, cost savings must be gained by means other than reducing sample sizes
(Briscoe, 1988) or, alternatively, rapid assessments based upon limited information must have
modest aims in terms of expected precision, risk of error, and complexity of analysis.

Use of more sophisticated sampling procedures can limit acquisition of more data to those
occasions when it is really needed, thereby reducing the number of observations on the
average. With double sampling, for example, a small initial sample could identify extreme
conditions, with the additional cost of a second sample incurred only when necessary (see
Chapter 7). Well-defined procedures for normal, reduced, and tightened inspection likewise
focus data gathering on the most problematic circumstances (see Chapter 8). Finally,
procedures for linking sets of data collected periodically (through control charts, for example)
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can depict trends where they exist; where stable conditions prevail, results from the separate
samples can be aggregated to produce estimates as good as those available from large
samples. Other approaches to sample-size reduction rely upon corresponding reduction in
variation among individuals in the population, as discussed in Chapter 3.

What resources are available for the task?

Before selecting a method, it is important to have a clear picture of the available resources.
Not only money is significant at this juncture, but also time, personnel, and—sometimes most
critically—skills and level of expertise. For example, who will handle design, data collection
and supervision, data analysis, interpretation, and presentation? Generally, managers carry out
a balancing process that determines the information desired, estimates the resources needed
to collect the information, compares this estimate to the available resources, reduces the
quantity and/or changes the type of information to be collected, or attempts to increase the
resources until those available can accommodate the task.
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Chapter 5

CLUSTER SAMPLING

Simple Random Sampling vs. Cluster Sampling

When an assessment is planned, one of the first decisions is how to select a sample of the
target group. Several methods are available, but the most straightforward is simple random
sampling. This method involves randomly selecting some proportion of all final sampling units
(families, households, adults, heads of households, women, as the case may be) for study.
However, simple random sampling has clear disadvantages that virtually rule it out as a rapid
assessment method. First, analysts must have access to a complete list and detailed map of
all final sampling units in the study area. Such lists are rare in developing countries and rarer
still in peri-urban areas and, in most cases, would be difficult to compile. Second, in a
randomly selected sample, sampling units will likely be found in many communities or
jurisdictions, each of which must be contacted and dealt with before the assessment can begin.
If the target area is large, this can be time-consuming and wasteful.

As the method yielding the most precise results, simple random sampling can be used as a
standard for judging the precision of other sampling methods.

Cluster sampling is a practical alternative to random sampling. In cluster sampling, the sample
is selected not from a list of all the final sampling units (Individual respondents), but from a list
of groups (or clusters). It is a "hierarchical type of sampling in which the elementary units are
often at least two steps removed from the original sampling of dusters" (Lemeshow and
Robinson, 1985}. Although not generally yielding results as valid as those from simple random
sampling, it is a much less expensive and more rapid alternative and is widely used.

Description of the Cluster Sampling Method

In cluster sampling, the study area is first divided geographically into primary sampling un i t s -
districts or counties, for example. Certain of these are selected randomly. At the next stage,
the units selected are further divided geographically and some of these subunits are chosen
randomly. The process is continued, stage by stage, until the lowest subunits—communities,
city blocks, or squatter settlements—are identified and individual respondents (final sampling
units) within each are selected and contacted. In this procedure the time-consuming task of
detailed listing and mapping is restricted only to the few subunits, or clusters, that are finally
chosen. Mapping these final clusters must be done carefully or the principle of randomization
can be compromised and the results distorted accordingly.

If cluster sampling is done properly, each member of the target population, or final sampling
unit, has at the outset an equal chance of being selected. This condition will be fulfilled if
subunits are chosen with probability proportional to size. Thus, a district with twice as many
people as another would be twice as likely to be chosen at the first stage. At the final stage,
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each subunit must contribute the same number of final sampling units. If 30 subunits are
chosen, 7 final sampling units might be selected from each to produce a total sample of 210.

Representative Uses of Cluster Sampling

Cluster sampling could be used, for example, to assess hand-washing practices in a large peri-
urban area comprising many neighborhoods. A predetermined number of these neighborhoods
(clusters) would be selected randomly, and only in the neighborhoods selected would it be
necessary to make detailed survey arrangements.

Operational and Analytical Difficulties

The operational and. analytical difficulties of cluster sampling relate to three factors: the
magnitude of differences among subunits (communities or neighborhoods), the pattern of those
differences, and procedures for selecting final sampling units (usually persons or households).

Balancing Variation between and within Subunits

Estimation errors are a function of the variation among individual observations, but the effects
of variation tend to be averaged out over a series of observations. In cluster sampling, such
variation occurs between subunits as well as within them. The larger the number of clusters
and the greater the heterogeneity within the dusters, the more the sample variance will tend
to approach that of a simple random sample.

However, the main purpose of cluster sampling is to reduce as far as possible the number of
subunits that researchers must go into to obtain information, for when communities are
entered, community leaders must be informed about the assessment and their collaboration
must be sought. For that reason, researchers normally opt for more observations in fewer
subunits. Thus in designing a cluster sample, it is necessary to balance desired within-subunit
and between-subunit variance.

To illustrate, if a sample size of 100 is decided upon, there are many options as to the
distribution of subunits and final sampling units. Deciding upon 20 observations in each of 5
subunits would reduce within-subunit variation, but between-subunit variation would remain
large. Specifically, between-subunit variance would be reduced only by a factor of 5.
Alternatively, if an individual from each of 100 different groups were chosen, between-subunit
variance would be reduced by a factor of 100, and the cluster sample would approximate a
simple random sample. While the latter procedure has statistical merit, it could prove to be
very costly to enter so many subunits. Thus, the number of observations per cluster represents
a compromise between the ideal of one observation per cluster and a logistically simpler, but
statistically inefficient large number of observations per cluster.
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Design Effect

The ratio of the variance obtained from cluster sampling to the variance that would be derived
from simple random sampling for the same population is known as the design effect.

For a given level of precision desired, the higher the design effect, the larger the sample must
be to compensate. If a design effect were 1, then analysts would know that the cluster
sampling methods used were as efficient as simple random sampling; the same size sample
would suffice for both.

In practice, the design effect depends on the magnitude of the variance between clusters
relative to the variance within clusters. For a given sample size, the more homogeneous the
population within the individual clusters, the greater the design effect; the variance between
clusters can be reduced by increasing the number of clusters selected. To illustrate with an
extreme example, if a survey of access to piped water used cluster sample methods, and if 30
clusters of 7 homes each were selected, the actual sample would really be close to 30 rather
than 210 because most of the homes in each cluster would have the same access. Households
within a cluster would be relatively homogeneous because piped water supplies are generally
a communitywide intervention, and the resulting design effect would be high. Obviously, this
high design effect means that the sample size should be increased by increasing the number
of clusters selected, rather than increasing the number of homes selected per cluster.

To illustrate further, suppose that analysts are assessing immunization coverage in a certain
area. Suppose also that they expect to find that roughly half of the target population is
immunized. Using the benchmark formula from Chapter 3 for the size of a random sample
(i.e., n=100R where R is the ratio of noncases to cases), they calculate that R = l and
n= 100. If cluster sampling would produce a design effect of 2, the sample size would have
to be increased to 200 in order to retain the level of precision available from a simple random
sample of 100 children. If it is also determined that 30 subunits in the sample will provide
adequate representation of between-subunit variation, the design would call for 7 individuals
(final sampling units) from each cluster.

This is essentially the line of reasoning followed by the World Health Organization in
establishing the "thirty-dusters-of-seven design" for determining coverage in the Expanded
Program of Immunization (EPI). Although the EPI design has been widely followed, its
underlying assumption regarding the design effect of 2 should be questioned for each
application. EPI experience suggests that variance may be higher in areas of low coverage,
although a design effect of 2 appears reasonable in many other circumstances (Henderson and
Sundaresan, 1982). Analysis of 37 surveys of disease incidence in India revealed a design
effect well below 2 for relatively rare maladies in the target areas (tetanus and poliomyelitis),
but design effects of 8 or more were found for high-prevalence conditions such as measles and
pertussis (Rothenberg et al., 1985).
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Heterogeneity of Clusters

Just as the design effect can be decreased by increasing the number of clusters, it can also be
decreased by increasing the heterogeneity within each cluster. If, for example, specific ethnic
or occupational groups tend to be confined to certain subunits, between-subunit variance will
be relatively large. Wherever it is feasible to exercise control over the composition of subunits,
each should be made as heterogeneous as possible so that it is reasonably representative of
the entire universe of interest (Lemeshow and Stroh, 1988).

In cases where the logical subunits are fixed administrative entities of unknown heterogeneity,
preliminary sampling of several clusters could provide an approximation of the design effect
sufficient to prescribe the size and composition of the full-blown sample. Reinke (1988, pp.
25-27) suggests one such procedure.

Peri-urban Issues

Peri-urban areas may be characterized by homogeneity within subunits and heterogeneity
between subunits. For example, one small neighborhood may be inhabited by migrants from
a certain geographical area while a nearby tract is inhabited by those from a different region.
In such cases, a large number of small clusters should be surveyed to reduce between-subunit
variance. Indeed, each subunit might be made small enough to include all of its residents in
the cluster.

Stratification

Where subunits are inherently dissimilar, it may be advisable to combine stratification with
cluster sampling. Thus, certain ethnic groups or neighborhoods formed as a result of
immigration within the past five years might be identified separately from more stable
communities. Cluster sampling techniques could then be applied independently to the two
strata or subpopulations.

Alternatively, the total sample size might be reduced by limiting the study to a relatively
homogeneous population segment of special interest. Prior studies may have shown, for
example, that shanty dwellers or those who share communal sources of water should be
especially targeted for hygiene education. Sampling could be limited to these groups, with
upper- and middle-class residents excluded.

Bimodal Distributions

Although the magnitude of between-subunit variability can affect the validity of findings, the
pattern of variability can make those findings totally meaningless. For example, if one area is
free of schistosomiasis while another of similar size exhibits a 60-percent prevalence rate,
cluster sampling would produce an estimated rate of approximately 30. Depending on the
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sample size and the design of the assessment, the estimate could be made extremely precise,
but that would not make it any less misleading. This problem can occur whenever a factor
related to the condition of interest is distributed nonrandomly in the population.

The large design effect cited earlier in connection with low immunization coverage rates and
high disease prevalence is undoubtedly due in large part to between-subunit variation.
Specifically, overall immunization rates can be affected dramatically by a few laggard
communities, and a high disease prevalence rate can look like an epidemic. Under these
circumstances, it is more important to identify the problem areas than to determine average
conditions. For this reason, cluster sampling is unlikely to be informative enough in assessing
a cholera epidemic. Other methods, discussed in subsequent chapters, are more appropriate
in such situations.

Advantages and Disadvantages/Problems/Warnings

The main advantage of cluster sampling is that it provides a speedy, logistically simple,
economical alternative to random sampling. This method makes the potentially difficult task
of data gathering feasible and economical in the use of time and resources. As discussed
above, however, cluster sampling should not be used, or should at least be adjusted, in cases
where there are large differences among subunits or a pattern of variation among subunits that
would cause the results to be misleading.

Because the method is intended to develop aggregate estimates, it should not be used to
estimate conditions within individual subunits. For example, clusters in a peri-urban area might
have widely disparate rates of diarrhea, but these rates should not be compared. Basic cluster
sampling procedures are not designed for this purpose because the subunit sample sizes are
inadequate. In this situation, sophisticated adaptive cluster sampling procedures (Thompson,
1990) might be employed. Whenever a selected cluster satisfies an exception condition of
interest, such as very high incidence of diarrhea, additional clusters are added to the sample
from the neighborhood of the first results. The adaptive procedures must be applied with
extreme care, of course, because the nonrandom process of sample selection adds complexity
to the analysis of findings in order to avoid bias.

Conclusion

Attracted by its simplicity and ease of application, decision makers are using the cluster
sampling method in varied settings. Traditional EPI studies are reported from areas as diverse
as Burma (Frerichs and Tar, 1988a), Peru (Jaramillo, 1989), and Austria (Weekly
Epidemiology Record, 19 June 1987). A related study of immunizable disease has been
carried out in Mozambique (Cutts, 1988). A typhoid outbreak in Taiwan has been investigated
by means of cluster sample, as has child nutritional status in Burma (Frerichs and Tar, 1988b).

Although these studies have yielded findings of reported value in decisionmaking, there is little
evidence of actual validation. One analysis of 446 sample survey estimates of service coverage
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concluded that most estimates were probably in error by no more than 10 percent, the level
of precision on which the 30x7 procedure is based (Henderson and Sundaresan, 1982).
However, this conclusion assumes a normal distribution of between-subunit variation and does
not test for bimodal and other irregular patterns mentioned here.
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Chapter 6

LOT QUALITY ASSURANCE SAMPLING

Origins in Industry

Lot quality assurance sampling (LQAS) has its origins in industry, where managers needed an
inexpensive and rapid method of assuring that a "lot," or batch, of manufactured items met
a certain standard or passed a certain test. Developed at Bell Laboratories in the 1920s, lot
quality assurance has only recently gained wide recognition in the health field, but it has
quickly become popular because it is truly rapid, inexpensive, and easy to carry out (Dodge
and Romig, 1959).

In LQAS, the sample can be kept very small because only large departures from a
predetermined standard are identified (see Chapter 3). According to this method, if the small
sample passes the test, it is assumed that the entire batch (or lot) passes. When used in
epidemiological surveying, the lot is equivalent to the target group.

Representative Uses of LQAS

Lot quality assurance sampling can only be used in situations in which policymakers can get
by with less information. For example, if policymakers wanted to test the success of a latrine
promotion project by determining the percentage of people using latrines, this method would
be inappropriate. In such a case, the sample would have to be large enough so that
policymakers would know, within a reasonable margin of error, what percentage of coverage
had been achieved in each health district. But if policymakers wanted to find out which health
districts needed help with their latrine promotion programs, the lot quality assurance method
could be used. In that case the information required could be reduced to a simple pass/fail
test: those districts in which at least 70 percent use latrines pass; the rest fail. The cutoff
percentage would be based on policymakers' estimate of what should be expected in the
districts given the project activities, budget, and so on.

To use another example, LQAS would be appropriate in ascertaining whether a radio
campaign to promote hand washing has reached a majority of the population. If, conversely,
a common source of cholera has been identified in an outbreak and policymakers want to
make everyone aware of it, the difference between 80- and 70-percent coverage might be
important. In that case, an approach more sophisticated than LQAS would be needed.

Lot quality assurance is appropriate when managers or policymakers wish to identify target
groups or subgroups with exceptional needs or service units that are performing at substandard
levels. This enables them to focus attention where support is especially needed. The method
has been adopted by public health decision makers needing information for three interrelated
purposes:
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To give rapid feedback on existing conditions

To identify in those conditions any departures from predetermined goals or
standards

To associate those departures with individual communities or service units

"Significance Testing" Character of LQAS

Cluster sampling is used to make a good estimate about a situation; lot quality assurance is
used to test the significance of a departure from a standard.

The sample size required to detect a significant difference between a population and a standard
is greater than that needed to estimate an overall condition. Technically, the distinction is
between the first levei of assessment (n = 100R, where R is the ratio between noncases and
cases) and the third level (n = 215R), explained in Chapter 3. It is the distinction, for example,
between simply estimating the percentage of households familiar with ORT (n - 100R) and
determining whether the percent of households familiar with ORT is significantly less than the
target level set by the project as "acceptable," given the same risk of error (n = 215R).

To illustrate the differences in sample sizes required, suppose that 100 observations are needed
to estimate within 10 percent the proportion of mothers in a community who are familiar with
ORT. Suppose, too, that the population is to be classified as "satisfactory" when at least 75
percent of the households know about ORT, and "unsatisfactory" when fewer than 65 percent
are knowledgeable, a difference of only 10 percent. Under these conditions, where there is
only a 10 percent difference between "satisfactory" and "unsatisfactory," a sample of 215,
rather than 100, mothers would be required to make such a determination.

However, if the difference between what was considered satisfactory and what was considered
unsatisfactory were widened, say from 10 to 35 percent, the sample size needed to reliably
detect that large a difference would be much smaller. Lot quality assurance sampling is rapid
not because of sampling efficiencies but because of the crudeness of the assessment.

Errors of Commission and Omission

With LQAS, it is very important to decide where to set the cutoff point between satisfactory
or unsatisfactory conditions. If unsatisfactory conditions are mistakenly thought to exist in a
community and corrective action is taken unnecessarily, an "error of commission" will be
committed. If, however, unsatisfactory conditions remain undetected and the decision maker
does nothing to correct the problem, an "error of omission" will be committed.
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Decision Rules

The decision rule, or the establishment of the cutoff point or pass/fail criteria, can control the
likelihood of committing either type of error. However, once the sample size has been set, a
decision rule that reduces the risk of one type of error necessarily increases the possibility for
the other type to occur. Therefore, the decision maker must determine the relative seriousness
of the two errors and balance the risks accordingly.

In this report, errors of omission (failure to take action) are considered more serious than
errors of commission (taking unnecessary action) (Lemeshow and Stroh, 1988, p. 29).
Therefore, unless otherwise stated, illustrations presented here employ a 5-percent risk of
failing to take action and a 10-percent risk of taking unnecessary action. In actual practice,
risks must be established to suit existing circumstances, and decision rules and sample sizes
modified accordingly. In exceptionally impoverished areas where resources are severely
constrained, it may be appropriate to place greater constraints on errors of commission and
lower the limit to 5 percent or less.

A decision rule that considers a program satisfactory if it reaches 80 percent of the target
population is unlikely to declare a community unsatisfactory if it has actually achieved 70
percent coverage; however, a community with an actual achievement level of 40 percent will
almost certainly be considered unsatisfactory.

But what about actual levels of 60 percent and 50 percent, the gray area between the clearly
satisfactory and the clearly unsatisfactory? The likelihood that a specified sampling plan will fail
to detect different magnitudes of departure from acceptable conditions can be graphed in the
form of an operating characteristics curve, as in Figure 2.

Because of the importance of the operating characteristics curve in depicting the risk of error,
it should be plotted and examined before endorsing any sampling plan. One can choose a
published sampling plan designed to meet certain criteria (Lemeshow and Stroh, 1989, p. 76),
or a plan tailored to suit specific present circumstances can be devised. In either case, sampling
plans stipulate the number of observations to be made and the maximum number of defectives
to be allowed for conditions to be declared satisfactory, for a given risk of error.

Applying Decision Rules and Sampling Plans

The following hypothetical example shows how decision rules are applied and sampling plans
decided upon. Suppose that health officials wish to assess mothers' knowledge regarding hand
washing. The officials would be satisfied if 80 percent of the women had such knowledge;
therefore, they set that level as "satisfactory." Two LQAS plans are considered: one would
require 15 observations per community, the other 30. These values blanket the range of
sample sizes typically employed in LQAS applications. For either plan, the risk of taking
unnecessary action is set at 10 percent or less.

Where the sample size is 15, in order to limit to 10 percent the risk of carrying out
unnecessary action, the sampling plan specifies that the limit of defectives be set at 5; that is,
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Operating Characteristics Curves

the state of knowledge about hand washing in a community will not be declared unsatisfactory
unless at least 6 mothers in the sample are found to be ignorant of the hygienic benefits.
Where the sample size is 30, the limit on defectives is set at 9.

The operating characteristics curves for the two sampling plans are plotted in Figure 2. As
expected, the plan with the larger sample size is more discriminating, but even then, action
is ensured only if more than half the target mothers actually failed to show sufficient
knowledge about hand washing.

How successful would either of these sampling plans be in discriminating between truly
satisfactory and truly unsatisfactory conditions? The performance of a sampling plan depends
on the pattern of community differences encountered. If communities were of two distinct
types, those with an 80-percent level of knowledge and those with a 50-percent level, the plan
being considered would lead to the correct decision most of the time. What if communities are
more varied, however, forming a normal distribution around some average? If the overall level
of knowledge in the entire district has reached 60 percent, then several individual communities
are presumably at the 50-percent level, a similar proportion have reached 70 percent, and a
few are at the extremes. Figures 3 to 5 show how the two sampling plans measure up when
the level of community knowledge ranges widely around an average.
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Ability to Detect Unsatisfactory Conditions
(When Fewer Than 80 Percent Know Therapy)

Figure 3 shows the proportion of occasions when less than satisfactory conditions would be
detected as such. For example, if the overall district average were 70 percent and the true
levels for individual communities varied between 50 and 90 percent (level of ignorance of 50
and 10 percent), then about 75 percent of the communities would fail the test, i.e., would not
have achieved the desired 80-percent level of knowledge. Yet, as the figure shows, an
assessment, even one using the larger sample size of 30, would identify only 43 percent of the
communities as problems.

Figure 4 portrays the proportion of all situations—satisfactory as well as unsatisfactory—that
would be correctly identified. The U-shaped curve that results is typical. Only when conditions
are very satisfactory (when the knowledge level is at least 80 percent in actuality) or very
unsatisfactory (when the knowledge level is 50 percent or less) will the district be correctly
identified four times out of five. At intermediate (gray area) levels (60 to 70 percent), the
likelihood of identifying those districts in which conditions are unsatisfactory (and thus taking
some action to improve conditions) declines to about two-thirds.
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Figure 5 shows the relative frequency with which conditions would be declared unsatisfactory
on the basis of the assessment in relation to the proportion of communities that are truly below
the 80-percent knowledge level. Invariably, both LQAS plans declared a level of unsatisfactory
performance that is less than the true level, i.e., the results from both are excessively
optimistic. This is true, even though some of the truly satisfactory districts are falsely declared
to be unsatisfactory. Both sampling plans, however, show a high (80 percent or more)
probability of detecting those districts that are seriously deficient, i.e., those in which 50
percent or more of the mothers are ignorant of hygiene. In fairness to the LQAS method,
from a project management perspective it may not be feasible to take action in all districts that
are truly unsatisfactory, even if they were known. As a practical matter, it may be that if the
extreme exceptions could be isolated with high probability, that might be sufficient to keep the
project fully occupied, at least initially. The LQAS method is capable of meeting these modest
demands because it can be expected to detect only large departures from acceptable
conditions.
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Underestimation of Unsatisfactory Conditions

Advantages

Lot quality assurance sampling is a useful means of detecting gross departures from prevailing
standards and is appropriate in cases in which policymakers can live with rough information.
It can be used as a valuable screening procedure, permitting detection of the most serious
conditions and helping the manager identify sites for priority attention. It is truly a rapid
assessment and is inexpensive and easy to administer.

Disadvantages

Lot quality assurance sampling should not be used in the following situations:

• For documenting erratic behavior. Application under conditions of extreme
variability can produce misleading results, for the method tends to overestimate
the quality of performance that has been achieved. Thus, it might prove useful in
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monitoring Vitamin A distribution or immunization coverage but could be
unsuitable for assessing distribution of ORS in an epidemic.

For aggregating data from a small area to obtain an overall population estimate.
This is feasible only when conditions are fairly uniform, for then the various
samples are merely independent assessments of the same uniform set of
circumstances and can be legitimately pooled. Care must be taken, however, to
avoid combining heterogeneous data with the expectation of a meaningful
aggregate finding (Lemeshow and Robinson, 1985, p. 11).

For process monitoring. It has been argued that an attractive feature of LQAS is
that the small sample sizes make frequent assessment feasible and therefore permit
early identification of any "tendency to drift" from an accepted standard
(Lemeshow and Stroh, 1988, p. 23). This is true, but other industrial process
control methods to be discussed later, notably the use of control charts (see
Chapter 11), are likely to be more informative.

Validity of Results Achieved from Small Samples

Several types of LQAS have been used in the health field. To illustrate the diversity, the
technique has been used in Peru to identify localities with unacceptably low rates of
immunization (Lanata et al., 1990), and in Costa Rica to assess the adequacy and quality of
health services provided by primary care units (Smith, 1989, p. 5). In one study, three
separate service components were monitored simultaneously: immunization coverage, rate of
children under three years of age participating in growth monitoring, and extent of health
center outreach into the community (Rosero-Bixby et al., 1988, pp. 14-15).

Interesting as these experiences have been, they have shed little light on the question of the
validity of information obtained from the small samples used in LQAS. Findings from another
study that was able to evaluate its validity are therefore of special interest (Lemeshow and
Stroh, 1988, pp. 21-25). In that study, data on immunization coverage were already available
from 294 health posts (HPs), 110 of which had achieved or exceeded the 70-percent target
level. Each of the posts was then classified independently on the basis of sample information
obtained through application of LQAS procedures. With a sample size of 24, the assessment
succeeded in correctly classifying 183 of the 184 HPs that had yet to reach satisfactory levels
of performance. Of the 110 posts that had reached such levels, however, only 62 (or 56
percent) were classified correctly through sampling. Thus, 231 HPs out of 294 were subject
to management interventions for suspected poor performance, about 1.25 times more than
the number truly below the 70-percent target level. One might question the value of an
assessment that could lead to such a high level of error of commission.
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Chapter 7

DOUBLE SAMPLING

Relationship to Lot Quality Assurance

Double sampling can be seen as a refinement of LQAS. In double sampling, a follow-up
assessment is done in those lots or batches in which the results fall in the gray or intermediate
area, i.e., where the batch has not clearly passed or failed the test. The follow-up assessment
provides more information for policymakers to assess ambiguous circumstances.

Description of the Method

Double sampling schemes specify an initial sample size (ni), a corresponding value (dl) for
the number of defectives (responses not meeting the decision rule, or criterion), a second
sample size (n2) to be obtained if necessary, and an associated defective value (d2) that
reflects the maximum cumulative number of defectives permitted in both samples, considered
together.

The first sample may be thought of as a small (nl) initial subsample of a larger single sample
of size n l + n2. Should the number of defectives found in the initial stage indicate clearly
whether the entire lot (nl + n2) has passed or failed, i.e., should the number of defectives be
less than d l or greater than d2, then it is not necessary to go on to the second sampling stage.
However, if the results from the first stage are not clear cut, then sampling continues until the
total cumulative number of defectives (from both stages) is greater than d2, or until the total
number sampled in both stages equals n l + n2, whichever comes first. A double sampling
scheme, therefore, is a strategy for ensuring that the total number sampled in both stages
together will be no more and may be considerably less than that required for a single sample
of size n l + n2.

Representative Uses

Suppose policymakers wished to determine whether household soap use in an area departs
significantly from the target of 80-percent utilization, and a single sample of about 50 would
be required to detect a significant departure from the 80-percent target. A double sampling
scheme with the same objective would specify: n l = 35, d l = 10, n2 = 70, and d2 = 26. If an
initial sample of 35 households reveals that 10 or fewer are without soap, conditions can be
declared to be satisfactory and sampling in that area will be discontinued. Similarly, if more
than 26 of the households have no soap, sampling will be discontinued because standards
have clearly not been met. In all other situations, i.e., when the sample of 35 reveals that 11
to 26 households have no soap, a second sample of 70 will be selected and acceptance will
depend on finding a cumulative total of 26 (d2) or fewer of the 105 households (35 from the
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first round and 70 from the second) without soap. By increasing the sample size in a second
round, policymakers are able to improve the validity of their results from the first round.

Analysis of the scheme described above reveals that a sample of 35 will nearly always be
adequate if more than three-fourths or fewer than one-fourth of the households use soap. If
most communities are expected to fit this description, the double sampling scheme would
provide low-cost assurance of detecting the occasional exception to this pattern. Otherwise the
uniform selection of a single sample of 50 individuals would produce equally satisfactory
results.

Another example, drawn from Lemeshow and Stroh (1988), illustrates the advantages of
double sampling. In this example, the EPI manager wishes to know how many children ages
12 to 23 months have received all of their immunizations in each of the health post areas. He
thinks that the coverage level nationwide is about 60 percent, but reports from the 294 HP
areas range from 20 to 100 percent. The manager suspects that the reports may not be
completely accurate. To check the situation, a survey will be conducted. (The health centers
have an average population of 2,500, with approximately 88 children in the target age group.)

After determining that a sample of 13,818 would be needed for a survey if the "conventional"
stratified random sampling method were used, the manager chooses to use a double sampling
method (see Lemeshow and Stroh, 1988, page 21, for the details of this sample size
calculation). He decides that any HP with coverage below 70 percent will be considered a
poor performer and will be identified for increased supervision. This particular scheme uses
n l = 10, d l = 0, n2= 14, and d2 = 3. In each HP area, 10 children will be surveyed. If all are
found to have completed all of their immunizations, the HP will be declared "acceptable." If
more than 3 defectives (children who have not completed all of their immunizations) are
found, the HP will be declared "unacceptable." In either of those circumstances no further
sampling would be required.

However, if 1 to 3 defectives are found, a second sample of 14 additional children will be
surveyed. In that second round, as soon as 4 defectives are found (including those from the
first round), the survey is stopped and the HP is declared unacceptable. If the entire second
sample is surveyed and no more than 3 defectives are found (again, including those from the
first round), the HP area is declared acceptable.

By using this double sampling method, the sample size can be kept much smaller than in
stratified random sampling. Although the results are not as revealing, they may be just as
useful in certain circumstances: "Although confidence intervals will always provide much more
information than a simple binary decision, the sample sizes required to obtain any useful level
of precision on estimates for relatively small strata may be prohibitive. In such instances, an
appropriate quality assurance sampling (QAS) scheme may be an alternative approach worthy
of consideration" (Lemeshow and Stroh, 1988, p. 25).
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Advantages

The chief advantage of double sampling is that data-gathering efforts are automatically
expended where they are needed most. In other words, it is a way of obtaining more precise
information than can be obtained with LQAS, without increasing the sample size across the
board.

Disadvantages

A double or sequential sampling scheme is administratively more complex than a single sample
plan. Also, the resulting differences in subunit sample size make comparative analysis among
subunits more difficult.

Sequential Sampling

Considering the desirable features of double sampling, it would seem that triple sampling
would be even better. Such plans are in use. Also, some assessments use sequential sampling,
which provides for continuous assessment of the need for additional information before taking
action (Reinke, 1988, pp. 709). The decision boundaries are two upward-sloping parallel lines
plotted on a chart in which the horizontal axis represents the number of observations made
and the vertical axis the number of defectives found (see Figure 6).

Sample results are plotted in sequence on the chart on which the boundaries are plotted. Each
observation moves one unit along the horizontal axis. An observation that yields an
undesirable result causes a one-unit shift up the vertical axis. As long as the combination of
samples selected and defectives found remains within the parallel bands, sampling is
continued. Acceptance occurs when the boundary to the right is passed, i.e., when few
defectives have been found in a sufficiently large sample. The converse, a rash of defectives
encountered in a small sample, moves the units above the upper band into reject territory.

Values for the intercepts and slope of the Unes forming the decision band are determined by
the defined levels of acceptable and unacceptable performance, along with the associated risks
of error of commission/omission specified to be tolerable. Relatively simple formulas are used
to determine the precise positions of the decision lines. Their application reveals that large
differences between what is termed satisfactory and unsatisfactory serve to move the intercepts
closer together, thereby narrowing the band within which sampling is continued. High
standards of acceptability reduce the slope, so that a rash of defectives will quickly force a
movement above the upper limit into the reject area. These effects occur automatically, of
course, with calculation of the boundary equations.
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Chapter 8

REDUCED AND TIGHTENED INSPECTION

Reduced and Tightened Inspection Compared with Double Sampling

Reduced and tightened inspection, like double sampling, is a method designed to keep the
sample size as small as possible without compromising the validity of the results. But, while
double sampling focuses on individual units that are resurveyed if they fail to meet certain
standards, this method either tightens or loosens the level of scrutiny while the assessment is
taking place.

Results from the surveys of individual subunits are carefully monitored. If they fall outside
certain prescribed limits, the sample size and number of defectives allowed are adjusted in a
dynamic process based on the results that are being received. Like lot quality assurance
sampling and double sampling, the amount of information obtained in reduced and tightened
inspection is small because the sample size is small: we can ascertain only if a criterion is or
is not being met.

Reduced and tightened inspection is suitable for assessments in which many units are being
surveyed, and is used to assess a current situation or to monitor a situation over time.

Description of the Method

Reduced and tightened inspection is based on a specified acceptable quality level (AQL), with
a limited risk of errors of commission when quality at such levels is maintained. To show how
this method works, we will assume that policymakers wish to discover whether 85 percent of
the households in a given area have access to a latrine, perhaps to judge the success of a
program. The area will be surveyed subunit by subunit.

The sampling plan, based on a 10-percent chance of error of commission and a 5-percent
error of omission, calls for a sample size within each subunit of 75 households. For conditions
to be deemed satisfactory, at least 56 must have access to a latrine. Put another way, only 19
defectives are allowed if a subunit is to be deemed satisfactory.

As the survey moves from subunit to subunit, a running tally is kept of the cumulative situation
observed. If any subunit records fewer than 56 households with latrine access, or if the
average level observed drops below 81 percent, trouble is suspected and tightened inspection
is instituted. For example, if the first three subunits showed 82-, 86-, and 72-percent coverage,
giving an overall average of 80 percent, tightened inspection procedures would be initiated.

With tightened inspection, the sample size continues at 75 but now at least 62 of the sample
households must have latrine access for conditions to be deemed satisfactory. In other words,
the number of defectives allowed is reduced to 13. If fewer than 62 households in any subunit
have latrine access, the survey is stopped. Policymakers can assume they have results showing
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that the area does not meet the 85-percent decision rule. (There are other possibilities,
however. For example, it is possible that the sampling plan is defective or that the area is not
homogeneous enough to use reduced and tightened inspection.)

If none of the subunits falls below 62 acceptances, tightened inspection continues until the
overall results reach the AQL (85 percent). Then, tightened inspection is discontinued and the
normal level of inspection resumed (i.e., at least 56 households out of 75 must have latrine
access).

On the other hand, if the overall average coverage rate goes as high as 89 percent, reduced
inspection is permitted. In reduced inspection, the sample size is reduced to 15 (one-fifth of
the original) and only 7 or more households must have latrine access. Reduced sampling is
continued as long as each successive sample meets the required number of acceptances and
the overall average exceeds the 85-percent standard of acceptability. Otherwise a reversion
to normal inspection is indicated.

To summarize: If the results are falling between 81 and 85 percent, normal inspection is
carried out; if they fall below 81 percent, tightened inspection is instituted or the study is
discontinued; if they fall at or above 89 percent, reduced inspection is carried out. Once
reduced inspection is instituted, it continues as long as the running total is 85 percent or
greater. Once tightened inspection is instituted, it continues until the running total reaches 85
percent or the survey is stopped.

The specific percentages and numbers of defectives permitted will differ, of course, according
to the standards of quality that are operative, but the procedures to be followed are unvarying.
The reduced and tightened inspection method takes advantage of past experience, either with
a given survey that is progressing or with a survey used, for example, on a yearly basis. For
that reason, this method can reduce the amount of new information needed for
decisionmaking, if the experience continues to be relevant.

Representative Use of Reduced and Tightened Inspection

An illustrative application of reduced and tightened inspection is a national trachoma survey
carried out by means of a communtty-by-community sweep through the country. Policymakers
might want to find out, for example, if the current level of hygiene education activities has kept
trachoma incidence within certain bounds. In areas of the country where little or no disease
has been found, the sampling level is reduced until an area of higher disease prevalence is
encountered. Then, the level of scrutiny is increased according to well-defined decision rules.
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Evaluation of the Method

Reduced and tightened inspection is useful only under reasonably stable conditions, i.e., those
in which performance is generally satisfactory. In such situations, reduced and tightened
inspection provides a rapid, economical method that does not sacrifice the ability to detect
exceptional circumstances in which standards are not being met. When conditions are erratic
and essentially unpredictable, however, the advantages of these procedures do not outweigh
the additional administrative burdens they entail.

The method's principal advantage is increased efficiency in data gathering through an objective
appraisal of the need for information. The principal drawback isthat the prescribed adjustment
in the sample size is valid only when recent past experience is relevant for current
decisionmaking.
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Chapter 9

EPIDEMIOLÓGICA!- SURVEILLANCE

Description of the Method

Epidemiological surveillance, a system of collecting health information on a certain population
to monitor conditions, permits policymakers to discern trends and identify problems as they
arise. This kind of surveillance is defined as the continued watchfulness over the distribution
and trends of incidence [of disease] through the systematic collection, consolidation, and
evaluation of morbidity and mortality reports and other data (Smith, 1989, p. s5).

Epidemiological surveillance can also collect data on precursors of disease as well as on service
activities carried out to alleviate health problems.

Because the goal of epidemiológica] surveillance is to enable managers to respond quickly to
emerging problems and trends, this method typically focuses narrowly on a specific condition
and/or population and seeks to provide managers with a thorough understanding of causal
factors and other associated circumstances. For example, attention may be directed to a few
reportable communicable diseases and may include detailed investigation of case contacts.

Representative Uses of the Method

Epidemiological surveillance might be used, for example, to discern seasonal patterns of
diarrhea! disease throughout a community during outbreaks and trends in ORS use. To obtain
the information, women of child-bearing age in certain communities would be contacted
weekly and questioned about episodes of diarrhea and actions taken.

Surveillance Sites

In epidemiological surveillance, the information sought regards populations rather than
problems. Hence, data are normally obtained from designated sentinel sites and nonrandom
methods of data collection are employed (Smith, 1989, p. s7). For example, certain clinics
may be identified as sentinels because they are known to have competent staff and good
record-keeping systems. Such clinics must be otherwise typical, however, to ensure the validity
of representative data. If the high quality of information obtainable from a clinic is associated
with a high quality of care, which in turn might affect patterns of service utilization, the site is
probably not typical and the data will not be representative.

Broadly speaking, the matter of generalizability relates to the nature and number of sites
selected. The sites might be client oriented, including the population of an entire community
or district, or they might focus on certain types of providers, such as hospitals, health centers,
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or individual practitioners or on other institutions, such as markets or schools (Richards, 1989,
p. 936).

Multiple sites are sometimes selected to reflect dissimilar circumstances, while in other cases
they are chosen to replicate seemingly similar conditions. To illustrate, Lobet et al. (1987)
employed sophisticated methods of statistical analysis to distinguish districts according to
population density, unemployment rate, availability of health resources, and soon, and then
chose sentinel districts purposefully to reflect separate combinations of circumstances. In
contrast, others have selected a number of apparently representative sites and examined
subsequent findings statistically to detect differences that could not be anticipated in advance
(Andersson et al., 1989).

How Epidemiological Surveillance Can Be Made Rapid

Since policymakers and managers will often wish to monitor multiple sites intensively on a
continuing basis, epidemiological surveillance can easily become anything but rapid and
inexpensive. Moreover, the goal of decentralized monitoring and evaluation (Andersson etal.,
1989, p. 203) leads to the expansion of overall information gathering. Nevertheless, there are
ways to make this method rapid and inexpensive.

First, keep the database simple so that the requisite information can be compiled routinely by
workers already employed for other purposes (Richards, 1989, p. 940). Second, link data
collected at different times to minimize the amount of information collected at any one time.
For example, if each individual or family has a unique identification number, basic information
on demographic and socioeconomic status and on sanitation practices and other environmental
conditions need not be repeated. Such a system has been employed successfully in the
elaborate diarrheal research effort carried out in Matlab, Bangladesh, during the past 30 years.

Active and Passive Systems

Methods of surveillance are diverse, but the most basic distinction is between active and
passive systems. Active systems employ health workers to collect information; passive systems
rely on the individuals involved to report events as they occur.

As might be expected, passive systems are usually characterized by substantial underreporting.
In India, for example, fewer than 550 cases of guinea worm disease were passively reported
in 1981, whereas an active search the following year uncovered just under 43,000 victims
(Richards, 1989, p. 936). On the other hand, the smallpox eradication effort showed that
passive reporting can sometimes provide useful order-of-magnitude estimates of disease levels
and trends, even if it does not provide completely accurate indicators of incidence (Richards,
1989, p. 936). Passive systems can be reliable for gathering information about cholera or other
diseases for which treatment is likely to be sought.

46



Variations of active and passive surveillance have been devised to meet the specific needs of
the monitoring effort. The attempt to control guinea worm disease in Africa serves as a useful
case in point. (Guinea worm surveillance is especially useful for the water and sanitation
sector. Since guinea worm is transmitted solely by contaminated drinking water, a decline in
the number of cases in a defined area can serve as a reliable indicator of the effectiveness of
the area's water program [Richards, 1989, p. 935].)

Guinea worm surveillance in Africa is carried out in four phases. In phase 1, those
communities in which guinea worm is being transmitted are identified through an active
process in which all communities are surveyed. In phase 2, the effectiveness of control
activities is documented. Data collection is concentrated in communities found to be affected,
and baseline case counts are obtained so that progress in reducing incidence can be charted.
In this phase, reliable indicators of change are more important than a precise absolute measure
of incidence. This contrasts with the emphasis during phase 3, after control measures have
been instituted and the rarity of the disease demands an accurate count of new cases occurring
annually. When the country is declared free of guinea worm, phase 4 (passive surveillance)
is introduced to detect promptly any reemergence of the disease.

Similar phased systems have been used in sentinel sites in connection with epidemics of
diseases that are likely to be distributed unevenly, such as cholera. Surveillance activities then
serve to target resources to particular affected areas.

Range of Applications

Epidemiological surveillance has been used in the United States in a highly specific sentinel
cities program to identify impending influenza epidemics, and in Thailand to monitor refugee
health status (Smith, 1989, p. s6). Extensive experience with sentinel site surveillance in
Mexico and Central America has led to the creation of a one-page data collection instrument
from which indicators of coverage, impact, and cost can be calculated (Andersson et al., 1989,
p. 203).

Epidemiological surveillance is used mainly to monitor communicable diseases but has been
readily adapted to suit broader management concerns. Surveillance techniques developed in
other settings, especially industry, likewise have a significant role to play that has not yet been
realized (see Chapter 11).

Peri-urban Applications

Epidemiological surveillance is particularly useful in peri-urban settings where communicable
diseases are a significant danger and rapid changes in incidence and distribution must be
detected promptly. For example, Islam (1991) and Mosley (1979) have observed that in cities
endemic for cholera, a single case of cholera may cause an explosive outbreak of the disease.
Failure to detect minor fluctuations in background rates may result in significant—and
potentially preventable—epidemics.
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Likewise in Pakistan, Jalil (1989) observed marked (nearly two-fold) seasonal fluctuations in
diarrheal rates and rates of acute respiratory infection. Again, attention to variation in these
rates could have substantial implications for intervention. Finally, minor geographic differences
may result in wide fluctuations in disease rates even in the same city. Thus, in a study of 51
slum communities in Dhaka, Bangladesh, over a six-month period, Stanton and Clemens
(1987) noted differences in the incidence density ratio of diarrhea disease in excess of 25-fold
(0.07-1.82).
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Chapter 10

DEMOGRAPHIC SURVEILLANCE

Difficulties of Demographic Surveillance in Developing Countries

The monitoring of births and deaths over time represents another form of surveillance with a
long history. Indeed, the experience gained by demographers is so rich that it has been
embodied in separate literature.

Demographic surveillance is fraught with difficulties, particularly in developing countries.
Trends in birth and death rates, while among the most important indicators to be monitored,
are often underreported. This problem is especially severe in the case of early infant deaths,
in which both the birth and the death are likely to be overlooked.

When responsibility for the registration of vital events is vested in the health system, records
are usually incomplete because many births and deaths are not attended by health personnel.
When families are asked to report events to another government agency, registration is
unlikely to be complete unless some benefit outweighs the inconvenience involved. Thus,
attempts to provide complete enumeration of vital events have been notoriously unsuccessful.

Sample registration systems have sometimes been effective. A computerized system developed
in Bangladesh, for example, combines field-level data-entry procedures with a user-friendly
software analytical package that regularly updates demographic and service indicators (Phillips
et al., 1989). Despite encouraging experiences such as this, the reality remains that sample
registration systems are hampered because the infrequency of births and deaths requires large
numbers of respondents to be surveyed for adequate numbers of births and deaths to be
recorded within a reasonable period of time.

Techniques for Rapid Demographic Assessment

Demographers have devised a number of ingenious techniques for rapid assessment. Three
are described here.

Pregnancy Histories

The most common of the three techniques involves obtaining pregnancy histories from a
representative sample of women of child-bearing age. Estimates of age-specific fertility rates
as well as child mortality rates can be obtained from such histories. The validity of the results
depends on uniformly complete recall of all types of events occurring at all times in the past.
Because it is unrealistic to assume that people can remember everything, a limited recall period
is used, and the interviewer probes extensively for events of interest. This reduces the amount
of information obtained and increases the cost. Typically, the probing includes reference to
local historical events in order to stimulate recall of vital events and to establish their timing.

49



Reference to natural disasters has the added advantage of stimulating recall of a period when
death and disease were especially likely.

Routine Encounters

In the second approach, routine encounters with mothers—for example, at the time of delivery
of a baby or vaccination of a child—may be used to ascertain the outcome of a previous birth.
Some inexpensive investigations of this type (Bicego et al., 1989) have produced satisfactory
approximations of the probability of death before the age of two, but they require contact with
a representative subgroup of the target populations. For this reason the approach would not
work if those seeking immunization services differed in some important respect from nonusers
of the services.

Survival of Close Relatives

A third approach is to collect data in censuses and surveys about the survival of spouses or
close relatives of respondents and to calculate a conventional measure of survivorship from
these (Timaeus, 1986). For example, in two surveys of the same population conducted five
years apart, the proportion of first-survey respondents in each age group with living mothers
can be compared with the equivalent proportion for second-survey respondents who are five
years older.

Verbal Autopsies

Simple methods devised to verify the occurrence of a death are likely to leave the cause
undetermined. Somewhat more sophisticated, yet still feasible, methods have been developed
for soliciting from caretakers of the deceased a description of the circumstances of death.
These verbal autopsy methods have been shown to yield results of acceptable accuracy,
especially in connection with child deaths due to well-defined causes such as pneumonia
(Kalter et al., 1990).

Limitations of Rapid Demographic Surveillance

Any methods that rely upon recall of past events must be sensitive to problems of
underreporting. More complete information is likely to be obtained when events are reported
as they occur. One solution is to employ village informants to collect information and to pay
them according to the number of verified events reported.

50



Chapter 11

INDUSTRIAL PROCESS CONTROL METHODS

Process Control Methods-Not Yet Used in the Health Field

Among the many techniques for monitoring industrial processes, control charts have had the
most extensive and varied use. They are obviously applicable to health surveillance but,
surprisingly, have not yet been so used. Therefore, the following discussion must necessarily
draw upon hypothetical examples.

Process control procedures have been devised to monitor performance involving both attributes
(e.g., ORS packets in stock or not) and continuous variables (e.g., number of packets
distributed last month). Applications involving the latter, because they call for very small
samples, are especially simple and rapid, as well as informative.

Description of the Method

In industrial process control, performance is monitored by means of a chart or graph on which
the control limits are shown. Whenever the results fall outside the limits, a problem is
indicated, i.e., the process is out of control. For example, to monitor the incidence of chronic
diarrhea in a certain subdistrict, a chart showing the number of cases could be plotted with
easily calculated upper and lower control limits. New cases would be recorded on the chart
every week. If the number of cases went above the upper control limit on the chart, an
epidemic would be immediately apparent. Trends would also be clearly shown on such a
chart.

Types of Process Control Methods

Several types of process control methods exist. All feature frequent selection of very small
samples (5 to 20 observations each) to ensure prompt signaling of trouble, calculation of
simple indicators from the findings, and visual display of the results. They are discussed one
by one below.

Ranges and Averages

In industrial process control, ranges, rather than more complicated standard deviations, are
generally used as measures of variation. It can be shown mathematically that the difference
between the minimum and maximum values in a random sample of five observations from a
normal distribution will average 2.3 standard deviations. Therefore, one may easily calculate
control limits to serve as decision points from the average range. These can be interpreted just
like more sophisticated statistical measures.
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Taking a concrete example, suppose a system of home visiting is carried out by community
health workers supervised from health posts, each of which looks after five workers. These
workers average 28 visits per week, and the average range between the best and poorest
weekly performance within a health post is 7 visits. The district health officer would like to
monitor the system in several ways. In particular, he wishes to do the following:

• Identify promptly any post that exhibits exceptional performance levels (good or
bad) during any week.

• Note any post in which variability among workers is extreme.

• Become aware of important performance trends at any post.

• Compare average levels among posts over time.

These concerns can be monitored by means of control charts for averages and ranges

constructed along the lines of Figure 7. Published sampling plans for use in industrial process

control indicate that, for samples of five, individual ranges should be no more than 2.11 times

the average range, and separate averages of five from a stable process should almost never

deviate from the overall process average by more than 0.58 times the average range. Using

the present example, t h e n -

Upper limit on ranges = (2.11) (7) = 14.8

Upper limit on averages - 28 + (0.58) (7) - 32.1

Lower limit on averages = 28 - (0.58) (7) - 23.9

Any weekly result outside these limits indicates that the subject health post is out of control,
i.e., its pattern of performance differs significantly from usual practice.

For example, an observed range of 15 or more between the best and worst results would
indicate the presence of an exceptional (either superior or incompetent) worker at the subject
post. An "out-of-control" average means that the post as a whole is exceptional. The health
post depicted in Figure 7 is well within the upper control limit for ranges.

The visual display of plotted results makes it possible to discern trends and compare
performance among posts without resorting to sophisticated statistical analysis. Useful rules of
thumb have also been devised to be used with the charts. For example, since the probability
is less than 1 in 100 that seven consecutive results will fall by chance on the same side of
(above or below) an average, such a result is treated as out of control, even if no single
observation is beyond the upper control limit. On these grounds, the health post depicted in
the lower chart of Figure 7 gives evidence of inferior performance from the third week on.

Obviously, this type of industrial process control is applicable to a wide range of water and
sanitation activities from, for example, the maintenance of pumps by environmental engineers
to the number of latrines inspected or the number of hygiene education activities carried out
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by community health workers. The use of control charts at sentinel sites or elsewhere in the
monitoring of communicable diseases would permit prompt detection of epidemics in a way
that is easily comprehended by minimally trained personnel, yet is objective enough to form
a natural basis for resource allocation.

P-Charts for Proportions

In addition to control charts for averages and ranges, p-charts for proportions are used.
Procedures for handling proportions are much like those employed in analyses described
earlier involving discrete variables, but p-charts retain the control chart advantages of
simplicity, visual clarity, and ability to identify trends through frequent comparative sampling.

For example, control charts for chronologically tracking the proportion of diarrhea cases
treated properly with ORT could be used, not only to display apparent trends but also to
determine whether they are statistically significant.

C-Charts for Case Counts

Events that are relatively uncommon but have a constant likelihood of occurrence tend to form
a so-called Poisson distribution pattern, which is based on the fact that departures over time
from the average number of occurrences are determined solely by the average itself.
Conditions will seldom differ from the average by more than two times the square root of the
average. Thus, a hospital that admits 25 patients per week on the average will seldom
experience a week in which more than 35 patients are admitted. Should such an exception
occur, it would be promptly detected and its cause (e.g., an outbreak of shigella or the closure
of a nearby hospital) readily determined.

Information regarding the average count of events is all that is needed to provide a complete
description of the full range of conditions to be encountered under normal circumstances.
Observations outside this range are indicative of an out-of-control situation. Thus, basing a c-
chart on the Poisson distribution does not require knowledge of the population size or the
probability of occurrence of the subject event in that population. To derive the above
understanding about hospital patient admissions, it was not necessary to know the precise
catchment area of the hospital or the probability that an individual member of the population
would be admitted during a particular week.

Clearly, Poisson distributions lend themselves to simple and rapid methods of assessment. The
c-chart applied to Poisson distributions represents one such method that captures control chart
advantages as well. Consider, for example, the surveillance of new cases of chronic diarrhea
in a certain subdistrict where the average number reported per month has stabilized at around
36. A c-chart plot of monthly figures would place control limits at 24 and 48 cases, 12 units
(2x6) on either side of the average. Thus, a monthly report of more than 48 new cases would
suggest a significant increase in incidence, whereas fewer than 24 cases would provide
evidence of genuine improvement or lax reporting.
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Moving Averages

Although control charts for averages can be very useful in depicting trends, moving averages
are sometimes employed to give an even clearer picture. A moving average is an average
computed of a specified number of observations, say the most recent 10 observations. Because
a moving average tends to form a smoother line than the connection of individual points,
trends appear more striking in plots of moving averages. Care must be taken in interpretation,
however, for the various points on the line are not independent of one another; therefore, an
apparent trend may simply portray the effect of one maverick observation persisting in
succeeding averages. Thus, for example, the use of moving averages would be illogical in the
tracking of epidemic diseases, such as cholera, which exhibit a substantial, but time-limited,
upsurge in cases.

Exponential Smoothing

Exponential smoothing is a more recent innovation that has gained considerable attention,
especially for forecasting. The thinking behind this concept is that the dynamics of a particular
situation may be such that recent experience may be more relevant than earlier observations
in assessing the current situation; yet a single recent observation is likely to be an unreliable
indicator of present underlying conditions. Therefore, exponential smoothing uses past data
but reduces exponentially the weight given to the data as one goes back in time. Specifically,
with a weighting factor of 0.9, weights are applied as follows:

Latest observation: 1.0/10 = 0.100

Second-last observation: .9/10 = 0.090

Third-last observation: .9710 = 0.081

(etc.)

An attractive feature of exponential smoothing is that it provides a simple way to update
averages. Again using a weighting factor of 0.9 for illustration, the previously calculated
exponential average gets that weight in determining the new average, while the latest single
result gets a weight of 0.1. The resulting average is therefore somewhat like a 10-point moving
average, whereas a weighting factor of 0.95 would produce results akin to a 20-point moving
average. The weight selected thus depends on how rapidly circumstances are thought to be
changing.

Exponential smoothing could be especially useful in monitoring an endemic disease (say
chronic diarrhea) in which a control measure introduced for another purpose (improved
sanitation, perhaps) is expected to have some impact on prevalence of the disease in question.
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Average Outgoing Quality Limit

Sometimes process monitoring is coupled with rectification of conditions found to be
unsatisfactory. Suppose, for example, that mothers attending a clinic for children under five
are to be instructed in hand washing and given a bar of soap. Subsequent home visits then
ascertain whether mothers have actually received the soap; if not, they are given a bar. The
proportion of mothers to be checked depends on evidence of the quality of the clinic activity;
if many mothers are found to be without soap, more will be investigated.

The final proportion of "defective" mothers, i.e., those ultimately without soap, will be low if
the clinic does a good job in distributing the soap in the first place. Final quality will likewise
be high on the average if clinic performance is exceedingly poor, for then sampling is likely
to be intensified, more "defective" mothers will be found, and the faulty condition will be
rectified. Intermediate levels of clinic performance will produce the poorest final outcome on
the average, for moderately poor performance will often not be detected and rectified.

The intermediate level of quality that results in the most unsatisfactory final outcome is known
in industry as the Average Outgoing Quality Limit (AOQL). Sampling plans have been
designed to reduce this limit to minimally satisfactory levels. They apply the following general
decision rules, specific values of n and f being determined by the AOQL selected:

• Begin with 100-percent inspection until n units in succession are found without
defect.

• After this happens, inspect only every fth unit until a defect is found.

• Then revert to 100-percent inspection until n consecutive units are again found
without defect.

If it has been decided, for example, that at least 98 percent of mothers should have the bar
of soap, this translates into an AOQL of 2 percent. The plan devised for such circumstances
calls for n = 76 and f = 20 (i.e., 5 percent of cases). This means that home visits will be made
to each of the first 76 mothers who visit the clinic. If all can produce a bar of soap, a 5-percent
sample of mothers will be visited thereafter. Whenever a sample mother is found to be
"defective," the practice of 100-percent home visiting is resumed.

Assessment of the Method

Industrial process control methods hold a lot of promise for epidemiology; they are truly rapid
and easy to administer. Because the data is collected frequently and the sets of data from each
inspection are linked, the amount of data needed in each set is minimal. This permits quick
and easy calculation of indicators, prompt signaling of trouble, and clear discernment of trends
from visual displays of results. The displays also facilitate comparison of communities or service
units.
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Control charts are intended to be used after process stability has been achieved. Thus, they
are not advised when conditions are erratic (for example, in the early stages of a program,
when numerous "bugs" are still being worked out). They can be helpful, however, in detecting
an occasional outbreak of disease or in identifying a few health workers experiencing unusual
difficulties in meeting performance standards.
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Chapter 12

CASE-CONTROL ANALYSIS

Locating Cases of Rare Conditions

In sample survey methods, the sampling unit is not necessarily the same as the unit of
analysis: that is, samples may be selected from a listing of households in an area, but the
ultimate focus of interest may be children with diarrhea. When the condition of concern is
uncommon, as in the case of rare diseases, it may be necessary to contact a large sample of
households before enough cases are identified to permit meaningful analysis. Contacting such
a large sample is anything but rapid and inexpensive. Under these circumstances more efficient
methods of data collection are sought. The case-control approach is one widely used
possibility.

Description of the Method

Application of the case-control method begins with the selection of readily available cases and
controls. For example, members of the population who are on health center rolls for a
specified reason could be the cases. Note that the "cases" need not suffer from a disease
condition; they may be users of a certain type of service. Controls are individuals who are in
many respects similar (perhaps the same age and sex) to the cases but who differ in one
important regard: they do not exhibit the condition that distinguishes a case.

The purpose of the study or investigation is usually to test a hypothesis about factors
associated with the condition. Again, the factor need not be a toxic substance thought to cause
disease; it might be socioeconomic status, conditions of crowding, or the like. Ideally, cases
and controls are similar in most respects but differ in their exposure to the factor that is
hypothesized to be associated with the condition being analyzed.

To illustrate, a peri-urban study in the Philippines compared diarrhea cases seen at certain
clinics with controls seen at the same clinics for respiratory problems. The two groups were
compared as to their source of drinking water (Baltazar et al., 1988; Briscoe et al., 1988).

Representative Use of the Method

Because of its severity, chronic diarrhea is of considerable interest, even though it is a
relatively rare condition. Its rarity makes it difficult and costly to identify enough cases in the
general population to permit meaningful analysis. A community survey of the problem would
require too large a sample and too much time to be feasible. Using the case-control approach,
cases could be identified from among hospital admissions. If the target group were children
under five years of age, for example, a control group of children of the same age would be
selected from among those admitted to the hospital for other reasons. The two groups would
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then be compared with respect to their usual source of drinking water to determine whether
this environmental factor was associated with increased risk of contracting diarrhea.

Finding Representative Cases and Controls

Often it is difficult to find cases and controls that are representative of the target group (Buck
et al., 1988, p. 537). Readily available cases may not be representative; for example, diarrhea
cases seen at the health center may differ in some important way from those not receiving
such attention. Similarly, the controls might not be representative of the population at large,
since they, too, are often selected from a convenient source.

Avoiding Distortion

Case-control studies can also be affected by more subtle forms of distortion, three of which are
noteworthy.

Effects of Confounding

First, effects of confounding could occur if an important factor is more often present in one
study group than in the other (Briscoe et al., 1988, p. 446). It is possible, for example, that
diarrhea cases seen at the health center tend to be malnourished toddlers of low
socioeconomic status, whereas patients with respiratory illness are drawn from a broader
spectrum of children.

Interaction Effects

Interaction effects can introduce a second type of difficulty into the analysis. Referring to the
example above, even if a similar proportion of the children in both groups is malnourished,
it is likely that the combination of malnutrition and poor sanitation exerts an especially potent
effect on the incidence of diarrhea. The combined effect may be hard to discern apart from
the influence of the two factors separately.

Separating Cause and Effect

Observed differences between cases and controls also might be due to the course of the illness
(or other condition), rather than the pattern of exposure prior to the onset of illness (Buck et
al., 1988, pp. 535-36). The danger is especially great for chronic diseases. For example,
individuals blinded by trachoma might be seen to be following a much different life-style at the
time of identification as "cases" than would have been discerned at an earlier time. Such a
difference might be identified as a cause of their condition when it is actually an effect.
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The association among bottle feeding, diarrhea, and malnutrition is another that has
confounded retrospective analysis. Although the association is well established, the sequence
of cause and effect is by no means clear.

Avoiding Difficulties

To avoid these difficulties, one might follow a representative sample of the target population
over time and identify conditions of interest as they occur. While analytically sound, this
approach could become very costly and time-consuming, especially if the conditions are
relatively rare and develop slowly.

Problems of confounding and interaction could be brought under control if a so-called factorial
design were employed in sample selection. This would further complicate the data collection
and analysis, of course.

Odds Ratios
Case-control studies rely on techniques of analysis that are less sophisticated but by no means
simple (Rodrigues and Kirkwood, 1990). For example, errors of estimation are likely if one
wishes to determine the incidence of disease in a population exposed to a certain health
hazard compared with the incidence in another group not exposed to the risk. This is so
because disease incidence cannot be determined precisely in a case-control study. Therefore,
other measures, notably the odds ratio, are employed. Because of the "proxy" nature of these
measures, their interpretation requires some knowledge of epidemiology (Briscoe et al., 1988,
p. 444).

Here is how the odds ratio is used. In the example given in the table below, 40 percent of the
members of a community of 500 healthy individuals are exposed to a certain toxin in drinking
water (e.g., naturally occurring arsenic). Within one year, 30 of the exposed persons develop
a certain liver condition, and by the end of the second year the number has tripled to 90.
Among those not exposed, the condition is less common and develops more slowly: 15 cases
are observed after one year, and 30 are identified by the end of the second year.

Total

Pop

Exposed

Unexposed

200

300

ILLUSTRATIVE CONDITIONS

0

0

0

Cases @ Time •

1

30

15

2

90

30

Ctrl

1

17

28

@ Time -

2

35

85
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Because the situation is dynamic, the values obtained for any measures of interest will depend
on the time at which measurements are taken. After one year, the illness rates in the exposed
and unexposed groups will be 15 and 5 percent, respectively. The relative risk associated with
exposure would therefore be judged to be 15:5, or 3.0. After two years, however, illness rates
of 45 and 10 percent would produce a relative risk of 4.5.

Realistically, of course, the population denominator would usually be unavailable to calculate
illness rates. The most that could be expected would be identification of all 45 cases after one
year or 120 cases after two years. Equal numbers of controls might then be obtained. If the
mix of exposed and unexposed individuals in the control group matched that in the healthy
population at large, there would be 17 exposed and 28 unexposed controls selected in year
1; in year 2, the corresponding numbers would be 35 and 85.

Case-control analyses typically determine odds ratios from numbers such as these. Using year
2 data for illustration, the odds for contracting disease among the exposed were found to be
90:35, or 2.57. Similarly, the odds among the unexposed were 30:85, or 0.35. The ratio of
the two odds, 2.57/0.35, is 7.3. Thus, it would be estimated that those who are drinking
water with naturally high levels of arsenic are more than seven times as likely to contract the
liver disorder than those who are not exposed. In the illustrative case, the error in the estimate
may be determined because the true relative risk is known to be 4.5. The discrepancy is large
because the example dealt with a rather common condition in a small population; in any case,
however, the odds ratio tends to overestimate relative risk.

Additional errors could be introduced, of course, if not all of the cases were identified, if the
controls were not strictly representative of all healthy individuals, or if the time when the cases
were selected is significant. The latter point can be especially troublesome when cases and
controls move repeatedly in and out of the "diseased" state, as happens, for example, with
diarrhea.

Experience with the Case-Control Approach

Because of the method's attractive features, a considerable body of experience with case-
control applications has accumulated. Reference has already been made to the Philippine
study of the association between diarrhea and water use (Baltazar et al., 1988; Baltazar and
Solon, 1989), and a similar assessment in Malawi could be cited (Briscoe et al., 1988). Two
different case-control studies in India have indicated that repeated incidents of severe diarrheal
disease and/or heatstroke can contribute substantially to the risk of blinding cataract (Minassian
et al., 1989). A similar case-control approach was employed in Colombia and Haiti to answer
much different questions regarding the use and nonuse of health services (Smith, 1989, p.
s 10). Here the issue was the more appropriate targeting of scarce resources in order to achieve
desired service outcomes. Analyses of the vaccination status of individuals suffering from
immunizable diseases have relied upon the case-control approach, noting that the odds ratios
derived from the data provide approximate measures of vaccine efficacy.
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Validation of the Findings of Case-Control Studies

Whereas numerous case-control applications have been recorded, reported validation of their
findings is much less common. One vaccine efficacy study and the Philippine investigation of
diarrhea are notable exceptions. Results in the former case were found to be similar to those
obtained from a classical cohort study (Smith, 1989, p. s l l ) , while in the Philippines and
Malawi, long-term, more expensive prospective studies are under way for comparative
purposes (Briscoe et al., 1988, p. 444).

Two case-control studies carried out in Bangladesh likewise produced evidence of validity. In
one study, substantial reduction in mortality among children receiving the measles vaccine
(Clemens et al., 1988) was later confirmed by a cohort analysis of the larger data set from
which the cases and controls had been selected (Koenig et al., 1990). Another case-control
study in urban Bangladesh found the incidence of diarrhea among children to be associated
with three water and sanitation practices: lack of hand washing before food preparation, open
defecation by children in the family compound, and inattention to proper disposal of garbage
and feces (Clemens and Stanton, 1987). Subsequent educational intervention directed atthese
three factors produced an improvement in hand washing practices and a reduction in the
incidence of diarrhea, thereby tending to validate the case-control findings (Stanton and
Clemens, 1987).

Assessment of the Case-Control Approach

Despite the limitations of the case-control approach, it is frequently used as a quick and
convenient way of assessing uncommon events that are already known to have occurred
instead of having to wait for them to happen. Moreover, it may be the only feasible approach
on ethical grounds, as when a prospective study would require that a presumably efficacious
intervention would have to be withheld from a control group (Rodrigues and Kirkwood, 1990,
p. 205).

Case-control studies will continue to be attractive because they are feasible and sometimes the
only practical option. Their inherent limitations regarding the correctness and completeness of
findings should be recognized and minimized.

With regard to correctness, consideration must be given to the possibility of bias in the
selection of both cases and controls, and the likelihood of errors (overestimation) in estimates
of relative risk or other indices must be acknowledged. Ingenious methods may have to be
devised to protect the integrity of the approach. For example, a case-control analysis
imbedded in a representative population sample survey may minimize selection bias while
retaining the advantages of speed and convenience (Smith, 1989, p. s l l ) .

With regard to the issue of completeness, the small sample sizes usually associated with case-
control studies make it exceedingly difficult to isolate the effects of confounding or interaction
(Briscoe et al., 1988, p. 446). In this respect, however, case-control studies are no different
from other methods of rapid assessment. As previously noted, the precision with which
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combinations of effects can be estimated depends on the size of the sample, not the total size
of the subgroup of interest; therefore, a reasonable amount of information must be available
from a specified set of circumstances if the composite influence of those circumstances is to
be assessed with, any reliability.
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Chapter 13

SELECTING THE MOST SUITABLE METHOD

This report has reviewed nine techniques for rapid assessment of health conditions in peri-
urban areas, eight of them in some detail. The review has focused on examining when-to
rather than how-to use each of these methods. The objective has been to provide guidance
to planners and project managers who must collect and analyze the information needed to
allocate resources and manage health programs in developing countries. Descriptions of the
assessment methods are relatively nontechnical and are intended to help managers select the
most efficient method for a particular information need. Additional illustrations and guidance
on implementation can be found in the articles cited in Chapters 5 through 12 and in the
Bibliography.

As has been stressed throughout this review, the key to cost-effective information gathering
is first, careful specification of both the decision to be made and the minimum amount of
information required for that decision, then second, selection of the data collection method
best suited to providing that information in a valid, reliable, timely and efficient manner. To
be cost-effective, different types of decisions call for different data collection strategies. The
following scenario illustrates how a district manager might make use of a rapid assessment
strategy to design, monitor, identify and resolve problems, and evaluate a proposed project
or set of activities. In this illustration, the manager employs a series of different methods for
data collection and analysis, each appropriate for the particular stage of the project and the
specific decisions to be made. Together the set of methods constitute an efficient strategy for
obtaining the information needed for management decisionmaking.

Suppose a new low-cost loan program for latrine construction is being implemented, along
with improved hygiene education at neighborhood health clinics; neighborhoods in which
fewer than 60 percent of the households have access to an appropriate latrine are eligible for
phase 1 of the loan program. An LQAS survey is used to identify the set of eligible
neighborhoods. For subsequent before-and-after evaluation of the program, a cluster sample
survey of households in the eligible communities establishes baseline estimates of existing
household water supply and sanitation facilities, recent diarrhea morbidity, use of ORT, and
hygiene knowledge and practice. (Note that preliminary screening by the relatively small LQAS
survey means that the baseline cluster survey can be limited to the eligible neighborhoods.)

The implementation process itself is monitored using process control charts showing trends in
loan approvals, construction starts and completions, loan repayments, and so forth. Emerging
problems (say, loan defaults) are spotted, and particular neighborhoods are identified where
performance is significantly below the normal range of variation. These are targeted for special
problem-solving attention. At the same time, data from the existing epidemiological
surveillance system are monitored for trends and seasonal variation in the number of diarrhea
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cases seen in all health facilities and the number of severely dehydrated diarrhea cases
admitted to the hospital serving the area, as well as in the number of diarrhea-related deaths
identified by community nurses in verbal autopsy reports. A sudden rise in any of these
indicators triggers increased priority for instruction in ORT and hygiene education both at the
neighborhood clinics and by outreach workers.

At the end of the first year, another brief LQAS survey tells the managers whether or not a
projected intermediate coverage target of at least 50 percent has been met, and points to the
neighborhoods where greater efforts are needed during the second year. At the end of the
second year, a follow-up cluster survey permits a before-and-after assessment of change in the
number of households with latrines and in hygiene knowledge and practice, and so forth.

Many different illustrative scenarios could be spun out, but there are certain regularities in the
types of questions asked by managers, and therefore in the most efficient methods to use to
obtain the information needed to answer those questions. To aid planners and managers in
selecting the most suitable, the assessment methods described in this document have been
organized according to the type of questions each is best suited to help answer. These
methods are presented in the following table.
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Table 1

Selecting Rapid Assessment Methodologies

When you need to

Estimate population parameters

(means, proportions, variances)

• 1 population, 1 time period

Ex. % of households with piped water in the house

Test significance of differences between populations:

• 1 population, > 1 time period

• > 1 population, 1 time period

• > 1 population, > 1 time period

Ex. % of households with soap, before and after a
health education campaign

Test significance of departure from a predetermined
standard

Ex. Has the program reached its target of at least 60%
of mothers who report having used ORT during the
most recent diarrhea episode?

Identify specific subunits (villages, health facilities, etc.)
that depart significantly from a predetermined standard

Ex. List of specific peri-urban neighborhoods in which
fewer than 80% of households have access to a
functioning toilet within the building

Consider using ...

• Cluster sample survey

• Cluster sample surveys

• LQAS survey

• LQAS survey with double
sampling of ambiguous subunits

• Sequential sampling

• Reduced and tightened
inspection

• LQAS

• LQAS survey with double
sampling of ambiguous subunits

• Process control charts (ranges)
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When you need to

Identify trends (numbers, rates, means, proportions,
variability):

• in morbidity

• in vital events

• in service delivery performance

• in service outcomes

• in client KAP

• etc.

Ex. Is there a seasonal trend in household expenditures
for water?

Ex. Has there been a reduction in the % of hospital
admissions for severe dehydration over the past
three years?

Identify emerging problems:

• in health conditions

• in service delivery processes

Ex. Verbal autopsies this month indicate three deaths
probably due to measles, complicated by diarrhea
and dehydration.

Ex. Clinic attendance records show a sudden increase
in the number of measles cases this week.

Compare subunits with respect to variability in
performance

Ex. Pumping station number two was out of service on
nine days last month; that is more than three times
the average number of days lost each month by the
system as a whole.

Consider using ...

• Epidemiological and demographic
surveillance systems:

D Active:

repeated or continuous
surveys (convenience,
purposive, cluster, etc.,
sample)

o Passive:

repeated or continuous
monitoring of events at fixed
sites

• Process control charts (means,
proportions)

• Surveillance systems (health,
demographic)

• Processs control charts (ranges,
number of cases)

• Process control charts (means,
proportions, ranges)
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When you need to .

Monitor service delivery outcomes and correct
deficiencies concurrently

Ex. The target is 98% of mothers who know how to
mix ORS. Mothers' knowledge will be monitored as
they leave the clinic to ensure that they have been
properly instructed in home care for diarrhea. The
first 76 mothers know how to prepare ORS;
thereafter, every 5th mother is interviewed. Should
any subsequent mother be unable to give the proper
instructions for. mixing ORS, health workers are
asked to take corrective action. Monitoring 100%
of mothers is begun again and the cycle continues.

Determine whether some factor is related to a specific
health problem

Ex. With widespread use of ORT and other fluids in the
management of diarrhea in the home, cases coming
to the clinic with severe dehydration are becoming
relatively rare. Are children with severe dehydration
more likely to have been treated with antidiarrheals
before coming to the clinic than those with only
moderate or no dehydration?

Consider using ...

• AOQL (Average Out-going
Quality Limit), i.e., reduced and
tightened inspection of
outcomes, with corrective action

• Case-control study
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Mathematical Appendix

SAMPLE SIZE DETERMINATION

The amount of information needed to draw meaningful conclusions about the presence of a
particular condition of interest is dependent upon three factors as follows.

R - is the rarity of the event of interest, i.e., the ratio of noncases to cases. For
example, if six "well" children are found for every "case" of diarrhea, then R is 6.

T - is the maximum tolerable error as a proportion of the true prevalence rate. For
example, if a 50-percent prevalence rate is to be estimated with an error of not
more than 5 percent, T is 0.1.

D - is a statistically derived factor based upon how definitive the conclusions are to be.
For example, if there is to be 95 percent assurance (confidence) that the tolerable
error is not exceeded, statistical tables specify that D is 4.

The sample size (n) required to accommodate specified values of these factors is given as:

n = DR/T2.

Decision makers typically consider that 95-percent confidence is adequate in making
statements about the precision of a sample estimate. Furthermore, as a rule of thumb herein,
we require that the risk of errors of commission not exceed 10 percent and that the risk of
errors of omission not exceed 5 percent. These decision criteria translate into D constants as
indicated below.

Decision Situation

4.0 To estimate the prevalence of the condition of interest in one population

8.0 To estimate the difference between two populations in the prevalence of the defined
condition

8.6 To assess the significance of an observed departure from a specified standard in a
population

17.2 To assess the significance of an observed difference between two populations in the
prevalence of a defined condition

A benchmark situation is usefully defined as that in which a true prevalence of 50 percent is
yestimated with maximum error of 10 percent, for then R= 1, T = 0.2, and
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n = (4.0)R/(0.4)

= 100R

= 100.

Using the benchmark situation as the starting point, the necessary sample size can be modified
according to the rarity of the event of interest. To illustrate, if every fourth observation is
expected on the average to produce a "case" (i.e., three noncases to one case), then R = 3
and

n = 100R

= 300.

In contrast, a condition found in only one percent of the population would call for a sample
of 9,900 (i.e. 100x(99/l)). Thus we see the difficulty and high cost of assessing the incidence
of rare conditions with any precision.

The illustration applies to the first decision situation cited in the table above. Other, more
complex decision situations relate to the benchmark case as indicated in the following table.

Selecting Sample Sizes

Nr. of Observations

Decision Situation Each Pop. Total

Estimation

Estimation: difference
between two populations

Significance testing

Significance testing:
difference between two
populations

Significance testing:
difference between two
populations in departure
from standard

One population; no prior
standards

Two populations; no prior
standards

One population; prior standards

Two populations; prior
standards

Two populations; prior
standards

100R*

200R

215R

430R

860R

100R

400R

215R

860R

1720R

*R = "rarity, " i.e., the ratio of noncases to cases
OBSERVE: Testing for the significance of differences between populations, given
prior standards, requires more than eight times as much data as are needed for a
simple estimate of conditions in a single population.
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